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Introduction

In algebraic topology one of the core problems is to understand topological spaces up to homo-
topy equivalence. The perhaps most fruitful way to approach this problem is by constructing
algebraic invariants from the topological spaces, which have the property that two homotopy
equivalent spaces have isomorphic algebraic invariants. Some of the most celebrated algebraic
invariants are the reduced cohomology theories. It has long been known that these give rise
to sequences of spaces (or simplicial sets), which are called spectra. These sequences have for
a couple of decades had an ever increasing importance in homotopy theory. Certain reduced
cohomology theories, e.g. the reduced singular cohomology H̃∗(−,R) with coe�cients in a
commutative ring R, are naturally graded commutative rings. This leads to the associated spec-
trum having certain algebraic properties: they are in some sense �homotopy coherent rings�.
This led to the realization that a robust generalization of classical algebra to a homotopical
setting might be obtained. Historically one of the major goals was to construct a category of
spectra which enjoyed the same properties as the category of abelian groups, namely that it
should be a closed symmetric monoidal category. We show in �rst part of this text that this
goal can be obtained. Furthermore we shall further develop this generalization of classical alge-
bra, which is called higher algebra, for which we shall have the analogies given in the table below.

Another important requirement for the category of spectra, is that it should have an intrinsic
notion of homotopy theory itself, i.e. it should have a model structure. But this model structure
should be compatible with the tensor product associated to the symmetric monoidal structure.
We also show that this is possible in part 1. The tensor product will descend to the homotopy
category of this model strucutre and it will give rise to a symmetric monoidal structure here.
This will allow us to do algebra in the homotopy category of spectra.

The theory developed in part 1 is what is called a 1-categorical approach to a robust gen-
eralization of classical algebra. A more modern approach is to develop the generalization in
the formalism of (∞,1)-categories. This approach tackles the overwhelming task of handling
�higher homotopies�, i.e. homotopies between homotopies. This generalization is often called
∞-categorical higher algebra. We shall in part 2 of this text introduce the theory of∞-categories,
which is one model for (∞,1)-categories. At a very brisk pace we will introduce the necessary
theorems and notions from ∞-category theory needed to consider the ∞-category of spectra,
which is the starting point of ∞-categorical higher algebra. One of the main goals for the text
is to compare these two generalizations. This is done as the very last theorem, theorem 7.3.9.
Due to time constraints we shall not introduce the notion of an E∞-ring, but we include it in
the table of analogies for completeness.

Classical algebra Higher algebra ∞-categorical higher algebra
Sets Simplicial sets Simplicial sets

Category Model category ∞-category
Abelian group Symmetric spectrum Spectrum

Commutative ring Commutative ring spectrum E∞-ring
Z The symmetric sphere spectrum S The sphere spectrum S∞.
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Part I

The Category of Symmetric Spectra
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1 Symmetric Spectra

This part is mainly based on [1] and [2]. Lets begin with a naive de�nition of spectra, which
historically was also the �rst. We will in the following section see that this is not the correct
notion for a number of reasons. Let S1 denote the simplicial circle ∆1/∂∆1 and write Sn for
the n-fold smash product of S1.

1.1 Spectra

De�nition 1.1.1. A spectrum E is a sequence of based simplicial sets {En}n∈N, with structure
maps σn ∶ En ∧S1 → En+1. Given two spectra E and D, a morphism of spectra is a collection of
morphisms {fn ∶ En →Dn}n∈N such that the following diagram commutes

En ∧ S1 Dn ∧ S1

En+1 Dn+1.

fn∧S
1

σEn σDn

fn+1

This gives a category of spectra denoted SpN.

Remark 1.1.2. Instead of simplicial sets, one might take pointed compactly generated weak
Hausdor� topological spaces as a model, to obtain the original de�nition due to E.L. Lima [3].

There is a tight relationship between cohomology theories and spectra.

Proposition 1.1.3. Given a spectrum A, write An(−) ∶ sSetop → Ab for the functor X ↦
[X,An]. Here sSetop∗ is the opposite category of the category of pointed simplicial sets. This
functor satis�es the Eilenberg-Steenrod axioms, hence it de�nes a cohomology theory.

Proof. The proof is straightforward checking of the Eilenberg-Steenrod axioms.

Via the above proposition we are implicitly giving examples of cohomology theories in the
following examples.

Example 1.1.4. The trivial spectrum is given as the constant sequence consisting of the initial
object in sSet∗, ●, in each level, where the structure maps are isomorphisms.

Example 1.1.5 (The suspension spectrum). Given a pointed simplicial set X, the suspension
spectrum Σ∞X is the sequence of pointed simplicial sets {X∧Sn}n∈N with natural isomorphisms
σ ∶ X ∧ Sn ∧ S1 → X ∧ Sn+1 as the structure maps. Thus for each pointed simplicial set X we
have a spectrum Σ∞X. This assignment is functorial: let φ ∶X → Y be a morphism of simplicial
sets, then we de�ne (Σ∞φ)n = φ ∧ idSn ∶ X ∧ Sn → Y ∧ Sn, which assemble to a morphism of
spectra Σ∞φ ∶ Σ∞X → Σ∞Y . Hence we have a functor Σ∞ ∶ sSet∗ → SpN.

Example 1.1.6 (Loops in�nty). Given a spectrum X, there is a right adjoint to Σ∞ which is
given on objects as X ↦ X0, where X0 is the 0'th level simplicial set of the spectrum, and on
morphisms f ∶ X → Y as Ω∞ ∶= f0 ∶ X0 → Y0. We denote this functor Ω∞. This functor assigns
a spectrum E to its associated in�nite loop space Ω∞E.

Example 1.1.7 (Sphere spectrum). The suspension spectrum of the simplicial 0-sphere S0, is
denoted S. The natural isomorphisms S1 ∧ Sn → Sn+1 are the structure maps. This spectrum
is called the sphere spectrum.
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Example 1.1.8 (Eilenburg-Mac Lane spectrum). The Eilenburg-Mac Lane spectrum, denoted
HZ, is the sequence of Eilenburg-Mac Lane spaces {K(n,Z)}n∈N, and the structure maps are
the adjoint maps of the weak equivalences K(n,Z) → ΩK(n + 1,Z). One could replace Z with
any abelian group.

The above examples of spectra gives two classes of spectra and thus of cohomology theories.
But a priori it was not clear that it would be this easy to de�ne concrete examples of spectra.
The following theorem shows that we in fact should expect to be able to construct a plethora of
spectra. This theorem is called Brown representability which was proved by E. H. Brown in [4],
we give a more modern version due to R. Jardine [5], which applies spectra of simplicial sets.

Theorem 1.1.9. Suppose C is a closed model category which is cocomplete, pointed, and com-
pactly generated. Suppose that the functor G ∶ C op → Set∗ takes weak equivalences to bijections,
G(●) is a singleton, it takes coproducts to products for co�brant objects, and given a pushout
diagram

A X

B B ∪AX
i

where i is a co�bration and all objects are co�brant, then the induced function G(B ∪A X) →
G(B) ×G(A) G(X), is surjective. Then there is an object Y ∈ C and a natural bijection

G(X) ≅ [X,Y ].

for all objects X of C .

Remark 1.1.10. Note sSet∗ equipped with Quillen-Kan model structure satis�es the conditions.
A generalized cohomoloy theory on sSet∗ satis�es the conditions of the functor G, hence the
theorem applies. Therefore there exists spaces En for n ∈ N, and natural equivalences [X,En] ≅
[X,ΩEn+1], where Ω is adjoint to Σ, which are induced from weak equivalences En → ΩEn+1,
hence {En}n∈N assemble into a spectrum.

Remark 1.1.11. The assumptions in this version of Brown representability, will turn up again
in part 2 when we de�ne the notion of spectra in ∞-categories, because they quantify what a
spectrum, in some sense, should be.

From this point of view, spectra are interesting simply because they correspond to cohomol-
ogy theories, which are interesting in themselves. Lets collect a couple of well known cohomology
theories and their corresponding spectra.

Example 1.1.12. Ordinary cohomology is represented by the Eilenberg-Maclane spectrum with
A = Z.

Example 1.1.13. Using topological spaces as a model, complex K-theory correspond to the
BU -spectrum, where the even terms are BU ∶= colimnBU(n), and the odd terms are U ∶=
colimnU(n).

Note that the natural equivalences [X,En] ≅ [X,ΩEn+1] was induced by weak equivalences
En → ΩEn+1, this is a very special property.

De�nition 1.1.14. A Ω-spectrum E is a spectrum where each level En is a Kan complex, and
the adjoint maps of the structure maps σ̃n ∶ En → ΩEn+1 is a weak equivalence.

The main problem with the category of spectra Sp is that it does not have all the right
formal properties one would like from a category of spectra. As a start one wants to equip it
with a model structure such that its homotopy category has a monoidal product which comes
from a monoidal product on the model category. This is not possible because it turns out that
the sphere spectrum, in some some sense yet to be de�ned, is not a commutative object. This is
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an essential property because the sphere spectrum S should serve as the unit for the monoidal
product. One can remedy this fault by constructing the smash product only on the homotopy
category, see [6], but it is rather awkward. We will take a di�erent route, which will ensure that
the sphere spectrum is a commuative object.

1.2 Symmetric Spectra

In this section we will give the following re�nement of spectra which will give rise to the right
notion of a category of spectra, i.e. it has the desired formal properties one would like. A
symmetric spectrum is a spectrum which is endowed with an action by the symmetric group
in each level. Let Σn be the symmetric group on the set n ∶= {1, ..., n}. We embed Σn × Σm
as a subgroup of Σn+m with Σn acting on the �rst n elements of n +m and Σm on the last m
elements.

De�nition 1.2.1. A symmetric spectrum E is a sequence of pointed simplicial sets {En}n∈N,
structure maps σ ∶ En ∧ S1 → En+1 for each n ∈ N, and a basepoint preserving left action of Σn
on En, such that

En ∧ Sm En+1 ∧ Sm−1 ... En+m
σn∧id σn+1∧id σn+m−1

is Σn × Σm-equivariant for all n,m ∈ N. A morphism of symmetric spectra f ∶ E → D is a
collection of Σn-equivariant morphisms {fn ∶ En → Dn}n∈N such that the following diagram
commutes for all n ∈ N.

En ∧ S1 Dn ∧ S1

En+1 Dn+1.

fn∧id

σEn σDn

fn+1

This gives a category of symmetric spectra denoted SpΣ.

We will now revisit the examples from the previous section and modify them, to obtain
analogous symmetric spectra.

Example 1.2.2 (The symmetric suspension spectrum). The symmetric suspension spectrum
Σ∞X is the suspension spectrum in SpN equipped with an action of Σn at each level: Σn acts
via the diagonal action on Sn ∧X with left permutation on Sn and the trivial action on X.
Thus for each pointed simplicial set X we have a symmetric spectrum Σ∞X. This assignment
is again functorial. Hence we have a functor Σ∞ ∶ sSet∗ → SpΣ. Ω∞ is de�ned as above, and we
still obtain a functor Ω∞ ∶ SpΣ → sSet∗, which is right adjoint to Σ∞.

Example 1.2.3 (Sphere spectrum). The action of Σn on the usual sphere spectrum S is action
by left permutation on Sn. From now on S will refer to the symmetric variant.

Suspension spectra are not the only way to go from a pointed simplicial set to a symmetric
spectrum.

Example 1.2.4. [Free symmetric spectrum] We shall later need this construction for pointed
topological spaces, so we will give the construction in this case. The one for simplicial sets is
analogous. Let K be a pointed topological space (or simplical set) and let m ≥ 0, we then de�ne
the free symmetric spectrum as the symmetric spectrum FmK, which is trivial below level m,
and is given by

(FmK)m+n = Σ●
m+n ∧1×Σn K ∧ Sn = ((Σ●

m+n ∧K)/ ∼) ∧ Sn.

Where Σ●
n is seen as a discrete topological space, with a basepoint ● attached, and ∼ is the actions

of the subgroup of Σn+m consisting of permutation which �x the �rst m elements. The structure
map σm+n ∶ (FmK)m+n ∧ S1 → (FmK)m+n+1 is given by i ∧ idK ∧f , where i ∶ Σn+m → Σn+m+1 is
the inclusion, and f is the isomorphism Sn ∧ S1 ≅ Sn+1.
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Ω∞ send a symmetric spectrum to its 0'th level, hence send a symmetric spectrum to a
simplicial set. There are other ways to do this.

Example 1.2.5. [Evaluation of symmetric spectra] Consider the evaluation functor Evn ∶ SpΣ →
sSet∗ for all n ≥ 0, de�ned as Evn(X) =Xn and Evn(g) = gn. It turns out that Fm is left adjoint
to Evm, we will not prove this fact, see [1] for details.

In the previous section we did not need to pick a model for the Eilenberg-Mac Lane spaces
K(A,n) while de�ning the Eilenberg-Mac Lane spectrum. Because we want to describe the
symmetric group action, we need to pick a model.

Example 1.2.6 (Eilenburg-Mac Lane spectrum). The Eilenburg-Mac Lane spectrum, denoted
HZ, is the sequence of simplicial abelian groups {Z⊗ Sn}n∈N, where the simplicial structure is
given as

(Z ⊗ Sn)k = Z[{σ ∈ (Sn)k ∣● /∈ σ}].

Where the basepoint ● is identi�ed with 0. The symmetric group acts by permuting the gen-
erators, which is Σn-equivariant. Here Z could be replaced by any abelian group A. An
element in (HA)n can be viewed as a formal A-linear combination of points in Sn, in the
sense of Dold-Thom [7]. From this point of view it is easy to see that the assignment of an
Eilenberg-Mac Lane spectrum to an abelian group is functorial: given φ ∶ A → B, we obtain
(Hφ)n ∶ (HA)n → (HB)n, given by (Hφ)n(∑aixi) = ∑φ(ai)xi. The de�nes a morphism of
symmetric spectra Hφ ∶HA→HB. Hence we obtain a functor H ∶ Ab→ SpΣ.

Example 1.2.7. [Mapping cone] The mapping cone C(f) of a morphism of symmetric spectra
f ∶X → Y is de�ned by

C(f)n = C(fn) = ([0,1] ∧Xn) ∪f Yn,

i.e levelwise as the reduced mapping cone of fn ∶ Xn → Yn. The symmetric group Σn acts on
C(f)n through the given action on Xn and Yn and the trivial action on the interval.

Example 1.2.8. [Simplicial structure on SpΣ] Recall that ∆+ is the full subcategory of the
simplex category ∆ containing only the face maps. For X,Y ∈ SpΣ, we de�ne MapSpΣ(X,Y )
as the pointed simplicial set whose n-simplices are the spectrum morphisms from X ∧ ∆−

+ to
Y . For f ∶ [m] → [n] in ∆ we de�ne f∗ ∶ MapSpΣ(∆n

+ ∧ X,Y ) → MapSpΣ(∆m
+ ∧ X,Y ) to be

precomposition with f∗ ∧ idX ∶ ∆m
+ ∧X → ∆n

+ ∧X. From this it is evident that the hom-sets of
SpΣ are simplicial sets.

Example 1.2.9 (Hom-Tensor). We will de�ne two functors which will play an important role
when we show that SpΣ is a so called sSet∗-category. Let K ∈ sSet∗, then K∧− ∶ SpΣ → SpΣ, and
(−)K ∶ SpΣ → SpΣ. The structure of K ∧X is given by (K ∧X)n ∶= K ∧Xn, and the structure
maps are σn ∶K ∧Xn∧S1 →K ∧Xn+1 are given by (K ∧Xn)∧S1 ≅K ∧(Xn∧S1)→K ∧Xn+1.
Σn acts via left permutation Xn and trivially on K, which constitutes an action on K ∧Xn for
all n.

The structure of XK is given as (XK)n ∶= MapSpΣ(K,Xn). The structure maps σn ∶
MapSpΣ(K,Xn) ∧ S1 →MapSpΣ(K,Xn+1) is the composite

MapSpΣ(K,Xn) ∧ S1 MapSpΣ(K,Xn ∧ S1) MapSpΣ(K,Xn+1).
φ (σn)∗

φ is the adjoint (the ∧-Hom-adjunction in sSet∗) of φ ∶ MapSpΣ(K,Xn)∧S1 ∧K →Xn ∧S1. Σn
acts trivially in K and via left permuation on Xn, which is an action on (XK)n. One can easily
show that K ∧X and XK are symmetric spectra, with the above actions of Σn. On morphisms
we have (K ∧ f)n = idK ∧fn, and (fK)n = fn ○ −. (−) ∧K is left adjoint to (−)K .

De�nition 1.2.10. A Ω-spectrum E is a symmetric spectrum, and the adjoint maps of the
structure maps σ̃n ∶ En → ΩEn+1 are a weak equivalence.
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Remark 1.2.11. We will later see that Ω-spectra are the �brant objects in the stable model
structure on SpΣ. It is customary to require that En is a Kan complex for every n. We follow
the conventions of [1].

Example 1.2.12. Both BU and HA are Ω-spectra. Not all symmetric spectra are Ω-spectra,
the symmetric suspension spectrum for a general simplicial set is far from being an Ω-spectrum.

Example 1.2.13. [Shift] The Shift of a symmetric spectrum X is given by

(shX)n =Xn+1

with Σn action via the restriction of the action of Σn+1 on Xn+1 along the injection 1 + (−) ∶
Σn → Σn+1 which is given as (1 + γ)(1) = 1 and (1 + γ)(i) = γ(i − 1) + 1 for 2 ≤ i ≤ n + 1. The
structure maps of shX are the reindexed structure maps for X. There is a natural morphism
λX ∶ S1 ∧X → shX whose n'th component is given as the composite

S1 ∧Xn Xn ∧ S1 Xn+1 Xn+1.
≅ σn χn,1

Where χn,1 is an endomorphism which shu�es the action of Σn+1 on Xn+1. χ(n,1) is de�ned
as

χm,n(i) =
⎧⎪⎪⎨⎪⎪⎩

i +m 1 ≤ i ≤ n,
i − n n + 1 ≤ i ≤ n +m.

Example 1.2.14. [Internal Hom Spectrum] Symmetric spectra have internal mapping objects.
Let X and Y be symmetric spectra. We de�ne a symmetric spectrum HomSpΣ(X,Y ) as

HomSpΣ(X,Y )n = MapSpΣ(X, shn Y )

with Σn acting through the action on shn Y . The structure map σn ∶ HomSpΣ(X,Y ) ∧ S1 →
HomSpΣ(X,Y )n+1 is the composite

HomSpΣ(X, shn Y ) ∧ S1 HomSpΣ(X, shn Y ∧ S1) HomSpΣ(X, shn+1 Y ).a φ

The map a is de�ned by f ∧ t ↦ (x ↦ f(x) ∧ t) for f ∶ X → shn Y and t ∈ S1, and φ ∶=
HomSpΣ(X,λshn Y ). We will not verify that this indeed gives a symmetric spectrum.

Remark 1.2.15. The shift of a spectrum X enables us to do arguments in an inductive fashion.
There is no direct examples in this text, but an example where the shift of a symmetric spectrum
is used in an essential manner can be found in [1] theorem 7.17, in the proof that a co�brant
very special Γ-space, induces a symmetric spectrum which is an Ω-spectrum.

As mentioned before if one try to develop a homotopy theory for Sp one will run into a lot
of trouble, so we have substituted Sp with SpΣ, to obtain the right homotopy theory. We will
in the rest of this section describe some homotopy theoretic notions for symmetric spectra.

De�nition 1.2.16. Two morphisms of symmetric spectra f0, f1 ∶ X → Y are called homotopic
if there is a morphism

H ∶ ∆1 ∧X → Y

called a homotopy, such that f0 = H ○ i0, and f1 = H ○ i1. ∆1 ∧X is the symmetric spectrum
given by (∆1 ∧X)n ∶= ∆1 ∧Xn, with the trivial action on ∆1. The morphisms ij ∶ X → ∆ ∧X
for j = 0,1 are induced by the fact maps ∆0 →∆1 and the identi�cation X ≅ ∆0 ∧X.

Remark 1.2.17. As is evident from the de�nition a homotopy between spectrum morphisms is
really the same as levelwise based homotopies between (f0)n ∶ Xn → Yn and (f1)n ∶ Xn → Yn,
which are compatible with the Σn-action and structure maps.
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De�nition 1.2.18. Given a symmetric spectrum X, the (naive) homotopy group of X is de�ned
as

π̃k(X) = colimn πk+n(Xn)

Where the colimit is taken over the composite

πk+nXn πk+n+1(Xn ∧ S1) πk+n+1Xn+1.
−∧S1 (σn)∗

For large enough n, the set πk+nXn has a natural abelian group structure, hence the above maps
are homomorphisms, and therefore the colimit π̃kX also has abelian group structure.

De�nition 1.2.19. A morphism of symmetric spectra f ∶X → Y which induces an isomorphism
π̃∗(f) ∶ π̃∗(X)→ π̃∗(Y ) is called a π̃∗-isomorphism.

We shall later need the following example of an π̃∗-isomorphism.

Example 1.2.20. For every morphism f ∶X → Y of spectra the morphism h ∶ Σ(F (f))→ C(f)
is a π̃∗-isomorphism.

We omit the elementary proof. It can be found in [1] proposition 2.17.
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2 Symmetric Monoidal Structure on SpΣ

One of the important formal properties one would like to hold for SpΣ is that it has a symmetric
monoidal structure. This means we have to construct a tensor-product. We shall use both
tensor product and smash product interchangably throughout the text. One way to construct
the smash-product on SpΣ is via Day convolution which is a tensor product in the sense of
a symmetric monoidal category on the category of simplicially enriched functors and natural
isomorphisms FunsSet∗(C , sSet∗). In the following section we will construct the Day convolution,
and many other objects. But �rst lets recall a few formal properties, which we shall largely take
for granted.

2.1 Preliminaries

Recall that a symmetric monoidal category is a tuple (C ,⊗,1, α, r, l, b), satisfying some commu-
tativity axioms, see [8]. We shall agree that when we are giving a symmetric monoidal category,
we will omit the data of α, r, l, b, and only give the unit and tensor product. sSet∗ is symmetric
monoidal (sSet∗,∧, S0), which is easily veri�ed. If C is a (symmetric) monoidal category then a
C -category D is loosely speaking a category where the mapping objects belong to C satisfying
some associativity and unit axioms, see [9] for the complete de�nintion.

Proposition 2.1.1. SpΣ is a sSet∗-category

Proof. In example 1.2.8 we saw that the mapping-sets are objects in sSet∗, hence per. de�nition
so are the hom-sets. GivenX,Y,Z ∈ SpΣ We need to de�ne a composition law C ∶ HomSpΣ(Y,Z)∧
HomSpΣ(X,Y ) → HomSpΣ(X,Z). From the de�nition of HomSpΣ(−,−) it is clear that it will
su�ce to de�ne C on simplices. Let δ ∶ ∆n

+ →∆n
+ ∧∆n

+ be the smash diagonal on ∆, and de�ne

Cn ∶ HomSpΣ(∆n
+ ∧ Y,Z) ∧HomSpΣ(∆n

+ ∧X,Y )→ HomSpΣ(∆n
+ ∧X,Z)

φ ∧ ψ ↦ φ ○ (id∆n+ ) ∧ ψ) ○ (δ ∧ idX),

It is straight forward to check the commutativity of the associativity-, and unity-diagrams.

A C -symmetric monoidal category is a C -category which satis�es the axioms of a symmetric
monoidal category. Such a category is called closed if − ⊗X ∶ D → D has a right adjoint for all
X ∈ D . It turns out that (sSet∗,∧, S0) is a closed sSet∗-symmetric monoidal category, again we
omit the details.

If D and E are C -categories, there is category of C -functors and C -natural transformations
FunC (D ,E ) which itself is a C -category. The special case FunsSet∗(C , sSet∗), will be of particu-
larly high interest, because it is here we de�ne the Day convolution. In other words we can give
the set of sSet∗-natural transformations between two sSet∗-functors the structure of a simplicial
set. We do this using the special (co)limits in sSet∗ called (simplicial) ends.

De�nition 2.1.2. [Ends and Coends] Let C be a sSet∗-category and let F ∶ C op × C → sSet∗
be a sSet∗-functor. Let x ∈ C and consider the following sSet∗-functor C → sSet∗ and its adjoint
under the (∧-Hom)-adjunction in sSet∗,

F (x,−)x,y ∶ HomC (x, y)→ HomsSet∗(F (x,x), F (x, y))
F (x,−)x,y ∶ HomC (x, y) ∧ F (x,x)→ F (x, y)

10



Now because the monoidal structure on sSet∗ was symmetric, we can apply the braiding to
F (x,−)x,y and the use the adjunction again to obtain the following morphism in sSet∗

fx,y ∶ F (x,x)→ HomsSet∗(HomC (x, y), F (x, y))

Similiarly we have F (−, y)x,y ∶ HomC (x, y)→ HomsSet∗(F (y, y), F (x, y)), which corresponds to

gx,y ∶ F (y, y)→ HomsSet∗(HomC (x, y), F (x, y))

An end of F denoted ∫x∈C F (x,x) is an equalizer of the following diagram in sSet∗,

∏x∈C F (x,x) ∏y,z∈C HomsSet∗(HomC (y, z), F (y, z)).
∏y,z∈C fy,z

∏y,z∈C gy,z

Dually using F (x,−)y,x we obtain fy,x and gy,x. Then a coend of F denoted ∫
x∈C

F (x,x) is a
coequalizer of the following diagram in sSet∗,

∏y,z∈C HomsSet∗(HomC (z, y), F (y, z)) ∏x∈C F (x,x).
∏y,z∈C fz,y

∏y,z∈C gz,y

Because sSet∗ is bicomplete these always exist and are unique up to canonical isomorphisms
in sSet∗.

Lastly we realize the simplicial left Kan extension of a functor F along a precomposition
functor as a coend.

Theorem 2.1.3. [Simplicial Left Kan extensions] Let C and D be sSet∗-categories, and let
p ∶ C → D be a sSet∗-functor. Let

− ○ p ∶ FunsSet∗(D , sSet∗)→ FunsSet∗(C , sSet∗),
(F ∶ D → sSet∗)↦ (F ○ p ∶ C → sSet∗),

(η ∶ F → G)↦ (η ○ p) ∶ F ○ p→ G ○ p Where (η ○ p)x ∶= ηpx.

This functor has a left adjoint

Lanp ∶ FunsSet∗(C , sSet∗)→ FunsSet∗(D , sSet∗),

called the left simplicial Kan extension along p. Consider an object in F ∈ FunsSet∗(C , sSet∗),
then the left simplicial Kan extension of F along p is for a ∈ D given by

(Lanp F )(a) = ∫
x∈C

HomD(px, a) ∧ Fc.

This relies on Fubini for coends and ends, and the simplicial (co)-Yoneda lemma, for both
of these see [10]. The results and notions of this section will play an integral part of the rest of
the construction of the smash product on SpΣ.

2.2 Day Convolution

Let C be a sSet∗-symmetric monoidal category. In this section we will show that the Day con-
volution product, yet to be de�ned, will endow FunsSet∗(C , sSet∗) with a closed sSet∗-symmetric
monoidal category structure. Given two sSet∗-functors F,G ∶ D → C , of sSet∗-categories, they
induce a simplicial functor (F,G) ∶ D ×D → C ×C .

De�nition 2.2.1. [External tensor product] Let (C ,⊗,1) be a sSet∗-symmetric monoidal cate-
gory. Consider sSet∗-functors F,G ∶ C → sSet∗. The external tensor product is the sSet∗-functor

⊠ ∶ FunsSet∗(C , sSet∗) × FunsSet∗(C , sSet∗)→ FunsSet∗(C ×C , sSet∗)

de�ned as F ⊠G ∶= ∧ ○ (F,G) for two sSet∗-functors F,G ∶ C → sSet∗.
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De�nition 2.2.2. [Day convolution] Let (C ,⊗,1) be a sSet∗-symmetric monoidal category.
If F and G are sSet∗-functor from C , then the Day convolution of F and G is the left Kan
extension of the external tensor product F ⊠G, along ⊗ ∶ C ×C → C .

(F ⊗D G) = Lan⊗(F ⊠G)

Denote the Day convolution of F and G as F ⊗D G.

Remark 2.2.3. Note that per. de�nition and 2.1.3, the Day convolution of F,G ∶ C → sSet∗, is
given as

(F ⊗D G)(c) ≅ ∫
a,b∈C×C

HomC (a⊗ b, c) ∧ F (a) ∧G(b)

Theorem 2.2.4. Let (C ,⊗,1) be a sSet∗-symmetric monoidal category. Then
(FunsSet∗(C , sSet∗),⊗D,HomC (1,−)), is a closed sSet∗-symmetric monoidal category and the
internal hom denoted [−,−]Fun is given as

[F,G]Fun(c) ≅ ∫
a,b∈C

HomsSet∗(HomC (c⊗ a, b),HomsSet∗(F (a),G(b))

for any F,G ∈ FunsSet∗(C , sSet∗) and any c ∈ C .

Proof. Consider HomC (1,−), and F ∶ C → sSet∗, we wish to show that HomC (1,−) is the unit
with respect to ⊗D then

F ⊗D HomC (1,−) ≅ ∫
a,b∈C×C

HomC (a⊗ b,−) ∧ F (a) ∧HomC (1, b)

≅ ∫
a∈C

∫
b∈C

HomC (a⊗ b,−) ∧ F (a) ∧HomC (1, b)

Where we've used Fubini for coends, and then via the simplicial Yoneda lemma, we have

∫
b∈C

HomC (a⊗ b,−) ∧HomC (1,−) ≅ HomC (a,−)

applying the simplicial Yoneda lemma again we obtain

∫
a∈C

∫
b∈C

HomC (a⊗ b,−) ∧ F (a) ∧HomC (1, b) ≅ ∫
a∈C

HomC (a,−) ∧ F (a) ≅ F

Hence HomC (1,−) is the unit with respect to ⊗D. Let us de�ne sSet∗-natural transformation l, r
left and right unitors. We start with rF ∶ F ⊗D HomC (1,−) → F . Consider the right unitor for
C , rC , this is a sSet∗-natural transformation. Then de�ne the component rF as the composite

(F ⊗D HomC (1,−))(c) ∫
a∈C

HomC (a⊗ 1, c) ∧ F (a) ∫
a∈C

HomC(a, c) ∧ F (a)

F (c).

≅ (rC )
∗

≅

There is a similiar de�nition of lF ∶ HomC (1,−)⊗D F → F . Now ⊗D is symmetric via a routine
calculation which ultimately boils down to ⊗ and ∧ are symmetric on C and sSet∗ respectively.
The braiding bF,G is de�ned using the same technique as the one for rF and lF .

⊗D is associative, consider H ∶ C → sSet∗ a sSet∗-functor, then using the de�nition and
Fubini for coends, we obtain

(F ⊗D (G⊗D H))(x) ≅ ∫
a,c,d∈C

∫
b∈C

HomC(a⊗ b, x) ∧HomC (c⊗ d, b). ∧ F (a) ∧ (G(c) ∧H(d)).
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Applying the simplicial Yoneda lemma yet again, we have

∫
b∈C

HomC(a⊗ b, x) ∧HomC (c⊗ d, b) ≅ HomC (a⊗ c⊗ d, x)

hence associativity follows from associativity of ∧ and ⊗ on sSet∗ and C . From this it is also
clear how to de�ne the associator α, namely using the same technique as the one used for l, r,
and b, where we use the associator on sSet∗ and C . It remains to see that [−,−]Fun is given by
the end construction given in the theorem.

FunsSet∗(F,[G,H]Fun)

≅ ∫
a∈C

HomsSet∗(F (a),∫
b,c∈C

HomsSet∗(HomC(a⊗ b, c),HomsSet∗(G(b),H(c)))

≅ ∫
a∈C

∫
b,c∈C

HomsSet∗(F (a),HomsSet∗(HomC (a⊗ b, c),HomsSet∗(G(b),H(c)))

≅ ∫
a∈C

∫
b,c∈C

HomsSet∗(F (a),HomsSet∗(HomC (a⊗ b, c) ∧G(b),H(c)))

≅ ∫
a∈C

∫
b,c∈C

HomsSet∗(HomC (a⊗ b, c) ∧ F (a) ∧G(b),H(c)))

≅ ∫
c∈C

∫
a,b∈C

HomsSet∗(HomC (a⊗ b, c) ∧ F (a) ∧G(b),H(c)))

≅ ∫
c∈C

HomsSet∗(∫
a,b∈C

HomC (a⊗ b, c) ∧ F (a) ∧G(b),H(c)))

≅ ∫
c∈C

HomsSet∗((F ⊗D G)(c),H(c))

≅ FunsSet∗(C , sSet∗)(F ⊗D G,H)

2.3 Smash Product on SpΣ

Via 2.2.4 we have gotten a source of symmetric monoidal categories. We will in this subsection
realize the category of symmetric spectra SpΣ as a category of right modules over a commutative
monoid in a functor category (see, 2.3.1, 2.3.3) of the form from 2.2.4. We begin by giving the
de�nition of monoid objects, and right modules.

De�nition 2.3.1. [Monoid in C ] A monoid in a monoidal category C is an object M ∈ C
equipped with a multiplication morphism µ ∶M ⊗M →M in C , and a unit morphism u ∶ 1→M
such that the multiplication is associative and the unit has left and right cancellation in the
following sense,

M ⊗ (M ⊗M) (M ⊗M)⊗M M ⊗M

M ⊗M M

α

idM ⊗µ

µ⊗idM

µ

µ

1⊗M M ⊗M M ⊗ 1

M

l

u⊗idM

µ

idM ⊗u

r

De�nition 2.3.2. [Morphism of monoids in C ] Let (M,µ,u) and (N,µ′, u′) be monoids in C
(not necessarily symmetric). A morphism of monoids is a morphism in C f ∶M → N , such that
the following diagrams commute

M ⊗M N ⊗N

M S

f⊗f

µ µ′

f

1

R S

u
u′

f

The notion of commutative only works in the setting of a symmetric monoidal category
(C ,⊗,1, α, l, r, b).
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De�nition 2.3.3. [Commutative monoid in C ] Let C be a symmetric monoidal category. A
commutative monoid in C is a monoid (M,µ,u) in C such that the unit and the braiding makes
the following diagram commute

M ⊗M M ⊗M

M

µ

bM,M

µ

De�nition 2.3.4. [Right M -modules and M -module homomorphisms] Let (M,µ,u) be a
monoid in C . A right module over M is an object M of C equipped with an action of M ,
m ∶M⊗M →M in C such that the following diagrams commute

M⊗M ⊗M M⊗M

M⊗M M

m⊗id

id⊗µ m

m

M⊗ 1 M⊗M

M

r

id⊗µ

m

LetM and N be right M -modules. An M -module homomorphism is a morphism f ∶M → N
in C such that the following diagram commutes

M⊗M M

N ⊗M N

m

f⊗id f

m

We denote the category of right M -modules in a monoidal category C as ModM(C ).

We shall also need a notion of tensor product for right M -modules.

De�nition 2.3.5. [Tensor product of right M -modules] Let C be a symmetric monoidal cat-
egory and let M be a commutative monoid in C . Let M and N be right M -modules with
M -actions mM and mN . The tensor product M ⊗M N of M and N , is a coequalizer of the
following diagram in C ,

M⊗M ⊗N M⊗N
mM⊗id

id⊗(mN ○bM,N )

We want to build a category, which is going to replace C in 2.2.4, which encodes the data of a
symmetric spectrum. The remainder of this section is based mainly on [2] with some inspiration
from [10].

De�nition 2.3.6. [The category S] The category S has as objects the �nite sets [m] = {1, ...,m}
for all m ≥ 0 where [0] is empty. The morphisms are

HomS([m], [n]) =
⎧⎪⎪⎨⎪⎪⎩

(Σm)+ if m = n
● otherwise.

Proposition 2.3.7. S is sSet∗-symmetric monoidal category.

Proof. The simplicial structure of HomS([m], [n]) is given as a constant pointed simplicial set.
The monoidal product is the disjoint union of sets, and the unit it the empty set. The braiding
b[m],[n] ∶ [m]∏[n]→ [n]∏[m], is the permutation in Σm+n which switches the order of the �rst
m elements, and the remaining n elements in [m]∏[n].

Corollary 2.3.8. , (FunsSet∗(S, sSet∗),⊗D,HomS([0],−)) is a closed sSet∗-symmetric monoidal
category.

Proof. This follows directly from 2.2.4.
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We shall need the following technical result.

Lemma 2.3.9. If X,Y and Z are objects in FunsSet∗(S, sSet∗), then there is a natural bijection

FunsSet∗(S, sSet∗)(X ⊗D Y,Z) ≅ ∏
p,q≥0

Hom
Σp×Σq
sSet∗ (Xp ∧ Yq, Zp+q)

Where Hom
Σp×Σq
sSet∗ (−,−) denote the set of pointed Σp ×Σq-equivariant maps.

Lemma 2.3.10. Let S ∶ S → sSet∗ be the sSet∗-functor given by [n]↦ Sn, and a permutation σ
of [n] to the map Sn → Sn which permutes the smash factors via σ. Then S is a commutative
monoid in FunsSet∗(S, sSet∗).

Proof. The collection of Σp×Σq-equivariant isomorphisms Sp∧Sq → Sp+q constitutes a morphism
S ⊗D S → S via 2.3.9, which also provides the multiplication morphism.

Corollary 2.3.11. Let S be as in 2.3.10. The category ModS(FunsSet∗(S, sSet∗)) is a closed
symmetric monoidal category with ⊗S as the closed symmetric monoidal product.

This corollary will follow from the following proposition, which is proven in detail in [2].

Proposition 2.3.12. [Symmetric monoidal structures on ModM(C )] Let C be a (co)complete
symmetric monoidal category and let M be a commutative monoid in C such that − ⊗M ∶
C → C preserve coequalizers. Then the tensor product ⊗M is a symmetric monoidal product
on ModM(C ) with M as the unit. If in addition C is closed, then there exists an internal
hom-module denoted HomM(M,−) ∶ModM(C )→ModM(C ) which is right adjoint to −⊗MM ∶
ModM(C )→ModM(C ) for all M -modulesM.

We wish to de�ne an isomorphism of categories from ModS(FunsSet∗(S, sSet∗) to SpΣ, lets
de�ne the functors which will constitute an isomorphism. For this note that given a right S-
module X, the morphism X ⊗D S → X determines a collection of Σp × Σq-equivariant maps
mp,q ∶Xp ∧Sq →Xp+q. Hence to there is a underlying object of FunsSet∗(S, sSet∗ of a symmetric
spectrum {Xn}n∈N with mn,1 as the structure maps. Given S-modules X and Y , a morphism
of S-modules (see 2.3.2) f ∶X → Y , is a sequence of pointed Σn-equivariant maps fn ∶Xn → Yn,
such that

Xp ∧ Sq Xp+q

Yp ∧ Sq Yp+q.

mp,q

fp∧id fp+q
mp,q

commute for all p, q ≥ 0.

De�nition 2.3.13. For an S-module X, de�ne

Φ ∶ModS(FunsSet∗(S, sSet∗))→ SpΣ

by letting Φ(X) be the symmetric spectrum which hasX as its underlying object of FunsSet∗(S, sSet∗,
as described above. This is indeed a symmetric spectrum because the composite σp = mp,q is
Σp ×Σq-equivariant. Let Y be a S-module, and let f ∶ X → Y be a S-module homomorphism,
then by the above discussion, each fn ∶Xn → Yn is a pointed Σn-equivariant map compatible with
the structure maps σn, hence it constitutes a morphism of symmetric spectra Φ(X) → Φ(Y ).
This de�nes the functor Φ.

De�nition 2.3.14. Let X be a symmetric spectrum. We de�ne a functor

Ψ ∶ SpΣ →ModS(FunsSet∗(S, sSet∗)

Given X the collection of Σp × Σq-equivariant maps from Xp ∧ Sn → Xp+q, gives a pairing
X ⊗D S → S, via 2.3.9. Given Y a symmetric spectrum, a map of symmetric spectra f ∶X → Y ,
gives a the left hand diagram, which gives rise the right hand diagram through the pairing
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Xp ∧ Sq Xp+q

Yp ∧ Sq Yp+q.

mp,q

fp∧id fp+q
mp,q

X ⊗D S X

Y ⊗D S Y

m

f⊗id f

m

The diagram on the right evidently gives rise to a morphism of right S-modules. This de�nes
the functor Ψ.

Theorem 2.3.15. There is an isomorphism ModS(FunsSet∗(S, sSet∗))→ SpΣ.

Proof. Φ and Ψ from 2.3.13 and 2.3.14 respectively, are clearly inverse to each other.

De�nition 2.3.16. [Smash product of symmetric spectra] If X and Y are symmetric spectra,
then the smash product of X and Y is given as

X ⊗ Y = Φ(Ψ(X)⊗S Ψ(Y )).

We �nally have the main theorem of the section.

Theorem 2.3.17. [Symmetric spectra is closed symmetric monoidal] (SpΣ,⊗,S) is a closed
symmetric monoidal category. The internal hom-spectrum of the symmetric spectra X and Y is
HomSpΣ(X,Y ).

Proof. Note �rst that Φ(S) is the sphere spectrum S. 2.3.8 gives that
(FunsSet∗(S, sSet∗),⊗D,HomS([0],−)) is a closed symmetric monoidal category. Therefore by

2.3.15 (SpΣ,⊗,S) is isomorphic to ModS(FunsSet∗(S, sSet∗), which has the structure of a closed
symmetric monoidal category by 2.3.12.

Remark 2.3.18. Under this isomorphism [−,−]Fun is send to HomSpΣ(X,Y ) as de�ned in 1.2.14.

Hence we obtain the (HomSpΣ ,⊗)-adjunction, hence SpΣ is closed.

Remark 2.3.19. Note that theorem 2.2.4 ensures that (FunsSet∗(S, sSet∗),⊗D,HomS([0],−)) is
enriched in sSet along with it being a closed symmetric monoidal category. Hence we have
developed stronger theory than what is needed for introducing the smash product on SpΣ.
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3 Model Structure on SpΣ.

We will assume familiarity with the theory of model structures, and Quillens homotopical al-
gebra, and in particular the Quillen-Kan model structure on sSet∗. It is possible to give many
di�erent model structures on SpΣ, a plethora of examples is given in [2] and [1], we will turn
our attention to the stable model structure, because the associated homotopy category is going
to be our model for the stable homotopy category.

We will need many results concerning the weak equivalences of the stable model structure,
called the stable equivalence.

3.1 Stable Equivalences

We collect the following obvious, but crucial result about SpΣ.

Theorem 3.1.1. SpΣ is bicomplete.

Proof. sSet∗ is bicomplete, hence FunsSet∗(S, sSet∗) is bicomplete, from which we know that
ModS(FunsSet∗(S, sSet∗)) is bicomplete, then theorem 2.3.15 gives the desired.

The many di�erent model structures on SpΣ, often rely on each other. As we shall see, the
stable model structure will rely on the projective model structure. We begin by describing the
(co)�brations and weak equivalences of the projective model structrure.

De�nition 3.1.2. [Level structure maps] Let f ∶X → Y be a map of symmetric spectra.

� The map f is level equivalence if each map fn ∶ Xn → Yn is a weak equivalence in the
Quillen-Kan model structure on sSet∗. Denote the class of morphisms W. We will say a
spectrum is level contractible if it is level equivalent to the trivial spectrum.

� The map f is (trivial) level co�bration if each map fn ∶ Xn → Yn is a (trivial) co�bration
in the Quillen-Kan model structure on sSet∗.

� The map f is (trivial) level �bration if each map fn ∶ Xn → Yn is a (trivial) �bration in
the Quillen-Kan model structure on sSet∗.

Furthermore f ∶X → Y is a

� injective �bration if it has the right lifting property with respect to all level trivial co�-
brations.

� projective co�bration if it has the left lifting property with respect to all level trivial
�brations.

Remark 3.1.3. Note that fn is a trivial level �bration if it has the right lifting property with
respect to the set of maps (Λkr)+ → ∆r

+, and a level �bration if it has the right lifting property
with respect to the set of maps ∂∆r

+ →∆r
+ for r ≥ 0.

Remark 3.1.4. The level structure maps does not constitute a model structure, because it doesn't
satisfy the lifting axiom. See p. 32 [2].

One can make atleast two model structures using these classes of maps. If one take the level
equivalences, level co�brations, and injective �brations one obtains the injective level model
structure. It can be shown it is not monoidal, see [1], hence all our hard work constructing
the monoidal structure on SpΣ would have been for nothing. If one instead take the level
equivalences, the projective co�brations and the level �brations gives a model structure on SpΣ

which is called the projective model structure. We will take for granted that this model structure
is monoidal and proper, see [1]. We record here the following result for later referencing.
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Theorem 3.1.5. SpΣ equipped with the class of level equivalence, the class of projective co�-
brations, and the class of level �brations, has the structure of a model category.

We will use the projective model structures as an intermediate model structure for construct-
ing the stable model structure. We shall later in the chapter give a symmetric monoidal structure
to the homotopy category associated to the stable model structure. Consider the localization
at the level equivalences W of the category of symmetric spectra SpΣ[W−1], we will call the re-
sulting category the level homotopy category. We have a localization map p ∶ SpΣ → SpΣ[W−1].
We are now at this point ready to make the de�nition of our weak equivalences.

De�nition 3.1.6. A map of symmetric spectra f ∶ A → B is a stable equivalence if for all
Ω-spectra Z the induced map

[p(f), Z] ∶ [B,Z]→ [A,Z],

is a bijection. Where [−,−] is the internal hom-space in SpΣ[W−1]. We say that a symmetric
spectrum A is stably contractible, if the unique morphism to the trivial spectrum is a stable
equivalence.

We shall need the following two theorems, we won't prove either. The following is proposition
4.17 of [1].

Theorem 3.1.7. The following are equivalent

(1) f ∶ A→ B is a stable equivalence.

(2) For every level �brant Ω-spectrum X the induced map MapSpΣ(C(f),X) ∶ MapSpΣ(C(B),X)→
MapSpΣ(C(A),X) is a weak equivalence of simplicial sets. Where C is co�brant replacement
functor for the projective level model structure.

(3) The mapping cone C(f) is stably contractible.

(4) For every level �brant Ω-spectrum X the induced map HomSpΣ(C(f),X) ∶ HomSpΣ(C(B),X)→
HomSpΣ(C(A),X) is a level equivalence of symmetric spectra.

Theorem 3.1.8. We have the following implications

Homotopy equivalence ⇒ Level equivalence ⇒ π̃∗-isomorphism ⇒ Stable equivalence.

The �rst implication follows from 1.2.17. The second implication is proposition 4.6 of [1],
and the third is proposition 4.23 [1]. There are conditions which ensure the opposite implication,
these are implications of proposition 4.13 [1]. We omit the proofs.

Lemma 3.1.9. If f ∶ X → Y is a map of level �brant spectra, f is a level equivalence if and
only if f is a homotopy equivalence.

It turns out that the two last implications are biimplications if we restrict ourselves to Ω-
spectra.

Theorem 3.1.10. Let X,Y ∈ SpΣ are Ω-spectra, then f ∶ X → Y is a stable equivalence if and
only if it is a level equivalence.

We shall need a handful of regularity results for stable equivalence. In summary these result
gives that stable equivalences are closed under wedges, �ltered colimits, and that they satisfy a
sort of 2-out-of-3-property on mapping cones and homotopy �bers.

Lemma 3.1.11. Let (fi ∶ Xi → Yi)i∈I be stable equivalences, then ⋁i∈I fi ∶ ⋁i∈I Xi → ⋁i∈I Yi is
a stable equivalence.
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Proof. We prove this fact for both models of spectra, because we will need the topological
version, and its prove relies on the simplicial version. We argue via the de�nition for symmetric
spectra. For every famility {Xi}i∈I of symmetric spectra of simplicial sets and some test Ω-
spectrum Z, the natural map

[⋁
i∈I

Xi, Z]→⋁
i∈I

[Xi, Z]

is bijective by the universal property of the wedge.

Consider a family {Xi} of symmetric spectra of topological spaces, then the canonical map

⋁
i∈I

Sing(Xi)→ Sing(⋁
i∈I

Xi),(3.1)

is a π̃∗-isomorphism. This is because naive homotopy groups takes wedges to sums, and taking
Sing(−) preserve naive homotopy groups. We won't show either of these facts, both can be
found in [1] proposition 2.19. We have now reduced this case to the above case after applying
3.1.8, to see that 3.1 is a stable equivalence.

Lemma 3.1.12. Let I be a �ltered category and let A,B ∶ I → SpΣ be functors which takes all
morphisms in I to monomorphisms of symmetric spectra. If τ ∶ A→ B is a natural transforma-
tion such that τ(i) ∶ A(i) → B(i) is a stable equivalence for every object i ∈ I, then the induced
morphism

colimI τ ∶ colimI A→ colimI B

is a stable equivalence.

Proof. For every test Ω-spectrum Z the simplicial set MapSpΣ(colimI A,Z) is isomorphic to
lim(MapSpΣ(A,Z)), and similarly for the functor B. Since the image of A and B consists of injec-
tive morphisms, all morphisms in the limit systems lim(MapSpΣ(A,X)) and lim(MapSpΣ(B,X))
are Kan �brations by the above lemma. Recall that �ltered limits of weak equivalences along Kan
�brations are again weak equivalences, so the map MapSpΣ(colimI B,Z)→MapSpΣ(colimI A,Z)
is a weak equivalence, which via lemma 4.4(i) of [1] means that colimI A→ colimI B is a stable
equivalence.

Lemma 3.1.13. Consider the following commutative square of symmetric spectra

V X

W Y

i

f g

j

Let h ∶ C(f) ∪ g ∶ C(i) → C(j) be the map induced by f and g on mapping cones. Then if two
of the three morphisms f, g and h are stable equivalences, so is the third.

Proof. Consider �rst the following special case. Let W and Y be trivial spectra. I.e. we show
�rst that given any morphism i ∶ V → X, then if two of the spectra V,X and C(i) are stably
contractible, then so is the third. If C(i) is stably contractible, then i is a stable equivalence
via 3.1.7, hence V is stably contractible if and only if X is stably contractible. If V and X are
stably contractible, then i is a stable equivalence, so C(i) is stably contractible again via 3.1.7.

Let us return to the general case. We utilize the following result concerning mapping cones

(h = C(f) ∪ g ∶ C(i)→ C(j)) ≅ (k = C(i) ∪ j ∶ C(f)→ C(g))

namely that the map induced by f and g on mapping cones is isomorphic to the map induced
by i and j on mapping cones. Hence via 3.1.7 the general case follows from the special case, by
applying the special case to the morphism k ∶ C(f)→ C(g).
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De�nition 3.1.14. Let f ∶ X → Y be a morphism of symmetric spectra. Then we de�ne the
homotopy �ber F (f) as the spectrum de�ned as levelwise homotopy �bers F (f)n = F (fn) where
fn ∶Xn → Yn. Σn acts on F (f)n through the given action on Xn and Yn.

Lemma 3.1.15. Consider the following commutative square of symmetric spectra

V X

W Y

i

f g

j

and suppose that all four spectra are levelwise Kan. Let e ∶ F (i)→ F (j) be the map induced by f
and g on homotopy �bers. Then if two of the three morphisms e, f and g are stable equivalences,
so is the third.

Proof. Σ(F (i)) is naturally π̃∗-isomorphic to the mapping cone C(i) from 1.2.20. Similiarly
for j. Moreover, e ∶ F (i) → F (j) is a stable equivalence if and only its suspension Σ(e) ∶
Σ(F (i)) → Σ(F (j)) is a stable equivalence. So e is a stable equivalence if and only if the
morphism h ∶ C(i)→ C(j) is a stable equivalence. Now this follows from 3.1.13.

3.2 Stable Model Structure

We will employ Bous�eld localization to the projective model structure, to obtain the stable
model structure. Let us remind ourselves what Bous�eld localization is.

Theorem 3.2.1. Let C be a proper model category with a functor Q ∶ C → C and a natural
transformation η ∶ 1→ Q such that the following axioms hold

(1) If f ∶X → Y is a weak equivalence, then so is Qf ∶ QX → QY .

(2) For each X ∈ C , the maps ηQX ,QηX ∶ QX → QQX are weak equivalences.

(3) Consider a pullback square in C

V X

W Y

k

f

h

If f is a �bration between �brant objects such that ηX ∶ X → QX, ηY ∶ Y → QY , and
Qh ∶ QW → QY are weak equivalences, then Qk ∶ QV → QX is a weak equivalence.

Then the following classes of maps de�ne a proper model structure on C : a morphism is a
Q-co�bration if and only if it is a co�bration, a Q-equivalence if and only if Qf ∶ QX → QY is
a weak equivalence, and Q-�bration if and only if f is a �bration and the commutative diagram

X QX

Y QY

ηX

f Qf

ηX

is homotopy cartesian.

Let construct the Q-functor, from the theorem. We will need the following lemma in the
construction.

Lemma 3.2.2. Let X be a symmetric spectrum. The adjoint of λX de�ned in 1.2.13, λ̃X ∶X →
Ω(shX) is a level equivalence if and only if X is an Ω-spectrum.
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Proof. The n'th component of the morphism λ̃X is the composite

Xn Ω(Xn+1) Ω(Xn+1) = (Ω(shX))n.
σ̃n Ω(χn,1)

Since Ω(χn,1) is an isomorphism, (λ̃X)n is a weak equivalence of simplicial sets if and only if σ̃

is, hence λ̃X is a level equivalence if and only if X is an Ω-spectrum.

Lemma 3.2.3. There is an endofunctor Q ∶ SpΣ → SpΣ with values in Ω-spectra, together with
a natural stable equivalence ηA ∶ A→ QA.

Proof. Construction of Q The construction is most easily done for spectra with topological
spaces as a model, and then modi�ed to spectra with simplicial sets as model.
Consider the inclusion of topological spaces Sn+1 → (FmSn)m+1 = Σ●

m+1∧Sn∧S1, where (FmSn)
is the free symmetric spectrum of the n-sphere de�ned in 1.2.4 and Σ●

m+1 is the symmetric group
onm+1 elements, with a basepoint attached viewed as a discrete group. This inclusion is adjoint
to λnm ∶ Fm+1S

n+1 → FmS
n, via the evaluation, free symmetric spectrum adjunction. Consider

the mapping cone C(λnm) of the morphism λnm. Then as usual for mapping cones there is a
corresponence between morphisms f ∶ C(λnm) → X for X a symmetric spectrum, and pairs
(ϕ,H), consisting of a morphism ϕ ∶ FmSn →X and a null-homotopy H ∶ [0,1]∧Fm+1S

n+1 →X
of the composite ϕ ○ λnm. Applying the Ω-Σ adjunction, this pair correspond bijectively to a
based map ϕ̃ ∶ Sn → Xm and a null-homotopy H̃ ∶ [0,1] ∧ Sn → ΩXm+1, of the composite σ̃ ○ ϕ̃,
where σ̃ is the mth adjoint structure map of X. Apply the Ω-Σ adjunction to [0,1], to obtain

Ĥ ∶ Sn → Ω2Xm+1,

ϕ̃ ∶ Sn →Xm.

Consider the homotopy �ber of σ̃, F (σ̃) and its de�ning diagram, which we have pasted together
with the de�ning diagram for Ω2Xm+1, and the above maps,

Sn

F (σ̃) Xm

HomSpΣ(I,ΩXm+1) ΩXm+1

Ω2Xm+1

Ĥ

ϕ̃

σ̃

ev1

From which we see that the data of (Ĥ, ϕ̃) corresponds to a map f̃ ∶ Sn → F (σ̃). The same
reasoning applies to homotopies between morphisms going out of the mapping cone C(λnm).
Hence we conclude that

[C(λnm),X]→ πn(F (σ̃)), [f]↦ [f̃](3.2)

is a bijection from the set of homotopy classes of morphisms from C(λnm) to X, to the nth
homotopy group of F (σ̃). Consider a symmetric spectrum X, from which we de�ne an object
GX, through the following cone

GX = C(ev ∶ ⋁
m,n≥0

( ⋁
f ∶C(λnm)→X

C(λnm)→X))

Let iX ∶ X → GX denote the inclusion into the cone. Then iterating this process and forming
the colimit gives
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G∞X ∶= colim(X GX G2X ...).iX iGX iG2X

From which we �nally obtain QX = Ω(sh(G∞X). Then Q comes with a natural transformation
X → QX which is de�ned as the composite

X G∞X Ω(sh(G∞X)) = QXλ̃G∞X

To obtain a Q-functor for symmetric spectra with simplicial sets as a model, we set QX =
Sing(Q(∣X ∣)) for X a simplicial set, where Sing(−) and ∣ − ∣ are taken levelwise. The natural
transformation is then obtained as the composite

ηX ∶X Sing(∣X ∣) Sing(Q(∣X ∣)),unit Sing(η∣X∣)

where the second η is the natural transformation associated to the topological variant of Q.

QX is an Ω-spectrum Assume �rst that we have shown that the topological variant of
QX is an Ω-spectrum, then we can easily derive the simplicial variant. The singular complex
of the Ω-spectrum of spaces Q∣X ∣ is an Ω-spectrum of simplicial sets. Recall �rst that Sing
sends weak homotopy equivalences to weak equivalences in the Quillen-Kan model structure,
hence the induced structure maps are weak equivalences. Every level equivalence is a stable
equivalence from 3.1.8 and Sing(−) preserve stable equivalence per. de�nition. Hence we simply
need to show that QX is an Ω-spectrum of spaces.

Consider f ∶ C(λnm) → G∞X for any m,n ≥ 0, such a morphism factors through GkX for
some �nite number k, i.e as a map f̃ ∶ C(λnm) → GkX. This map is one of the maps which was
used to construct Gk+1X, hence the composite iGkX ○ f̃ ∶ C(λnm) → Gk+1X is null homotopic,
which means that so is the original map f . Since every morphism from C(λnm)→ G∞X is null-
homotopic the bijection 3.2 applied to G∞X, gives that nth homotopy group of the homotopy
�ber of the adjoint structure map σ̃ ∶ (G∞X)m → Ω(G∞X)m+1 vanishes i.e πn(F (σ̃)) = 0. In
essence this shows that σ̃ gives an injection on π0, and that all homotopy groups πi for i ≥ 1
are isomorphic. This implies that Ωσ̃m ∶ Ω((G∞X)m)→ Ω2((G∞X)m+1) is a weak equivalence.
Note that Ωσ̃m is the (m − 1)th adjoint structure map of the spectrum Ω(sh(G∞X)) = QX,
which shows that QX is an Ω-spectrum.

ηX is a stable equivalence Consider the morphism λnm ∶ Fm+1S
n+1 → FmS

n, it can be
shown that this map is a stable equivalence. This implies that its mapping cone is stably con-
tractible via 3.1.7, hence every wedge of C(λnm) for varying m and n is stably contractible via
3.1.11. Which implies that we get a weak equivalence X → GX for every X ∈ SpΣ. Each iGkX
for k ∈ N has the homotopy lifting property and it is a stable equivalences, so the canonical
morphism to the colimit X → G∞X is a stable equivalence by 3.1.12. The morphism λ̃G∞X is a
level equivalence via 3.2.2, thus a stable equivalence via 3.1.8. So ηX is a stable equivalence.

Lets employ Bous�eld localization with the above Q-functor.

Theorem 3.2.4. SpΣ equipped with the class of stable equivalence, the class of stable co�bra-
tions, and the class of level �brations, has the structure of a model category.

Proof. In lemma 3.2.3 we constructed an endofunctorQ ∶ SpΣ → SpΣ which values was Ω-spectra,
and a natural tranformation ηX ∶ X → QX. Note that f ∶ X → Y is a stable equivalence if and
only if Qf ∶ QX → QY is a level equivalence. Hence 3.1.10 gives that f is a stable equivalence
if and only if Qf is a stable equivalence. We check the axioms for 3.2.1. Consider the following
commutative square
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X QX

Y QY

f

ηX

Qf

ηY

Via the discussion above, if f is a level equivalence, then Qf is a stable equivalence, and via
3.1.10 a level equivalence, because QX and QY are Ω-spectra by 3.2.3. Hence axiom (1) of 3.2.1
holds.

ηQX is a stable equivalence between Ω-spectra from 3.2.3, hence a level equivalence. Q takes
all stable equivalences to level equivalence, in particular ηX , hence QηX ∶ QX → QQX is a level
equivalence. Hence axiom (2) of 3.2.1 holds.

Consider the following pullback square

V X

W Y

i

f g

j

of symmetric spectra in which X and Y are Ω-spectra, f is levelwise a Kan �bration and j is
a stable equivalence. Now we showed in 3.1.15 that then i is also a stable equivalence. Hence
axiom (3) holds. At this point 3.2.1 now provides a model structure with weak equivalences
the stable equivalences, the co�bration the projective co�brations. The �brations are those
morphisms f ∶X → Y which are level �brations and such that the commutative square

X QX

Y QY

f

ηX

Qf

ηY

is homotopy cartesian in the projective model structure.

De�nition 3.2.5. The stable homotopy category Ho(SpΣ) of symmetric spectra is the homotopy
category of SpΣ in the stable model structure. We denote the localization functor γ ∶ SpΣ →
Ho(SpΣ).

We have �nally managed to complete the �rst mayor goal of this chapter. The rest of this
section is devoted to get a handle on the �brant and co�brant objects, and to justify the �stable�
in the name for the model structure and de�ne the stable homotopy category Ho(SpΣ). Once
these two things are done, we move on to the next mayor goal of the chapter, namely to describe
the symmetric monoidal structure of the stable homotopy category Ho(SpΣ).

Corollary 3.2.6. The �brant objects of the stable model structure on the category of symmetric
spectra are the Ω-spectra which are projective level �brant.

Proof. The proof will be a series of biimplication. If Z is �brant then the unique map Z → ●
is a stable �bration. From 3.2.4 we have a description of the stable �brations, from which we
gather that Z → ● is a projective level �bration and

Z QZ

● ●

ηX

id

is a homotopy �ber square in the projective level model structure. Because of this we get
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Z QZ

QZ

● ●

ηX

ηX

Now ηX ∶ Z → QZ is a level equivalence, and because QZ is a projective level �brant Ω-spectrum,
so is Z.

Lemma 3.2.7. The functor Σ∞ ∶ sSet∗ → SpΣ takes co�brations of the Quillen-Kan model
structure on sSet∗ to stable co�brations.

Proof. Let i ∶ X → Y be a co�bration between two pointed simplicial sets and let f ∶ Z → W
be a stable trivial �bration in SpΣ. We wish to show that Σ∞(i) has the lifting property with
respect to f . Because of the Σ∞-Ω∞-adjunction, supplying lifts in the diagram

Σ∞X Z

Σ∞Y W

Σ∞
(i) f

is equivalent to providing a lift in the following diagram

X Z0

Y W0

i f0

We assert that the stable trivial �bration f is a level trivial �bration.
f has a factorization in the projective model structure p ○ i such that i is a projective

co�bration and p is a level trivial �bration. Since p is a level equivalence it is a stable equivalence
via 3.1.8, hence by the 2-out-of-3-property for stable equivalences i is a stable equivalence.
Therefore, i is a stable trivial co�bration, and hence it has the left lifting property with respect
to f . By the Retract argument see [Quillen Homotopical algebra], g is a retract of p, and so f
is a trivial �bration.

Because f is a level trivial �bration, f0 ∶ X0 → Y0 is a trivial Kan �bration. Hence there
exists a lift in the second diagram, which gives a lift in the �rst diagram.

Remark 3.2.8. In the proof above we showed that the stable trivial �bration f is a level trivial
�bration. The other direction also hold: Suppose f is a level trivial �bration. Hence by de�-
nition, every stable co�bration has the left lifting property with respect to f , and in particular
every stable trivial co�bration has the left lifting property with respect to f . So f is a stable
�bration which is a level equivalence and hence a stable equivalence. So f is a stable trivial
�bration.

Corollary 3.2.9. The sphere spectrum S is stably co�brant.

Proof. The unique pointed morphism ●→ S0 in sSet∗ is a co�bration in the Quillen-Kan model
structure, because every object is co�brant. Hence ●→ Σ∞(S0) = S is a stable co�bration.

The rest of this section will be dedicated to justify the use of stable in the de�nition of the
stable homotopy category of SpΣ, namely lets show that suspension descends to an equivalence
in stable homotopy category. Our main goal is to show the following theorem, which in fact will
show more than we've alluded to.

Theorem 3.2.10. Σ ∶ SpΣ → SpΣ and Ω ∶ SpΣ → SpΣ constitute a Quillen equivalence of the
category of symmetric spectra.
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We will need a handful of results, for the proof.

Lemma 3.2.11. Let f ∶ A→ B be a morphism of symmetric spectra. If f is a stable equivalence,
then Σ(f) ∶ ΣA→ ΣB is a stable equivalence.

Proof. We are going to make extensive use of 3.1.7. Let X be an level �brant Ω-spectrum.
Consider the simplicial set MapSpΣ(C(f),X) where C(−) is the mapping cone. Consider the 0'th
level of the morphism of symmetric spectra, HomSpΣ(f,X) ∶ HomSpΣ(B,X)0 → HomSpΣ(A,X)0,
this is a map of Kan complexes. It can be shown that there is a isomorphism of simplicial sets

F (HomSpΣ(f,X)0) ≅ HomSpΣ(C(f),X).

So condition (2) of 3.1.7 holds, hence we can conclude that HomSpΣ(C(f),X) is contractible,
and thus HomSpΣ(f,X) ∶ HomSpΣ(B,X) → HomSpΣ(A,X) induces a bijection on fundamental
groups. Because the simplicial set HomSpΣ(A,X) is Kan, we have the following natural bijection
π1(HomSpΣ(A,X)) ≅ [S1,HomSpΣ(A,X)] from the fundamental group to the set of homotopy
classes of morphisms from the circle. Now because sSet∗ is closed we have the following natural
bijection [S1,HomSpΣ(A,X)] ≅ [S1 ∧ A,X] ∶= [ΣA,X], which shows that the map [Σf,X] ∶
[ΣB,X]→ [ΣA,X] is bijective. Hence the suspension of f is a stable equivalence.

Remark 3.2.12. One can similiarly show that Ω ∶ SpΣ → SpΣ preserve stable equivalences for
symmetric spectra of spaces. We will omit this.

Lemma 3.2.13. Σ(Ω(X))→X and X → Ω(Σ(X)) are π̃∗-isomorphisms.

Proof. We show that π̃n(Ω(X)) ≅ π̃n+1(X) and π̃n(Σ(X)) ≅ π̃n−1(X). Note that

π̃n(Ω(X)) = colimk([Sn+k,Ω(Xk)])
≅ colimk([Sn+k+1,Xk])
≅ colimk([Sn+1+k,Xk])
≅ π̃n+1(X).

The other isomorphisms is only slightly harder to obtain, but is also formal, hence we omit
it.

At this point the proof 3.2.10 is easy.

Proof of 3.2.10. We will complete the proof for symmetric spectra of spaces. The proof for sym-
metric spectra of simplicial sets is more technical because Ω ∶ SpΣ → SpΣ does not preserve stable
equivalences in this setting. Now because both Σ and Ω preserve stable equivalence via ?? and
3.2.12, the unit and counit of their adjunction is also the derived unit and counit. From 3.2.13
Σ(Ω(X)) → X and X → Ω(Σ(X)) are π̃∗-isomorphisms, hence they are stable equivalences,
therefore they constitute a Quillen equivalence, which in particular show the desired result.

Corollary 3.2.14. The right derived of Ω and the left derived of Σ are equivalences of the stable
homotopy category Ho(SpΣ).

This corollary shows that SpΣ and Ho(SpΣ) has some things in common, in the next section
we shall see that they have quite a few things in common, and that this in fact is a general
phenomenon.
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3.3 Monoidal Structure of the Stable Model Structure on SpΣ

In this section we will see that the smash product of symmetric spectra de�ned in the previous
chapter is compatible with the stable model structure de�ned in the previous section. We will see
that the stable model structure on symmetric spectra SpΣ is monoidal, which in turn will endow
the stable homotopy category Ho(SpΣ) with the structure of a symmetric monoidal category.

De�nition 3.3.1. Let (C ,⊗,1) be a symmetric monoidal category. If f ∶X → Y and g ∶ A→ B
are two morphism in C , then the pushout product f ◻ g of f and g is the morphism

f ◻ g ∶X ⊗B ∐
X⊗A

Y ⊗A→ Y ⊗B,

out of the pushout induced from the following commutative diagram

X ⊗A Y ⊗A

X ⊗B Y ⊗B.
idX ⊗g

f⊗idA

idY ⊗g

f⊗idB

Remark 3.3.2. Recall that it is proved in Quillens homotopical algebra (II.3) that if f and g
are monomorphisms then f ◻ g is to, and it is a weak equivalence if either f or g is a weak
equivalence.

De�nition 3.3.3. Let (C ,⊗,1) be a symmetric monoidal category. A model structure on C is
called monoidal if f ∶ X → Y and g ∶ X ′ → Y ′ are co�bration in C , then the pushout product
f ◻ g of f and g is a co�bration in the model structure on C , and f ◻ g is a trivial co�bration if
f or g is a trivial co�bration in model structure on C .

Our main goal is to prove the following theorem.

Theorem 3.3.4. The stable model structure on the category of symmetric spectra (SpΣ,⊗,S)
is monoidal.

Before we begin the proof of this theorem we will need the following notions.

De�nition 3.3.5. Let I be a class of maps a category C . A map is called I-injective if it has
the right lifting property with respect to every map in I. A map is an I-co�bration if it has the
left lifting property with respect to every I-injective map. The class of I-co�brations is denoted
cof(I)

Lemma 3.3.6. Let I∂ be the set of maps ∂∆m
+ → ∆m

+ for m ≥ 0. Let FI∂ = ⋃n≥0 Fn(I∂)
where Fn is free symmetric spectrum functor de�ned in 1.2.4. The level trivial �brations are the
FI∂-injective maps.

Proof. A map g is a level trivial �bration if and only if Evn(g) = gn is a trivial Kan �bration
for all n ≥ 0. But Evn(g) is a trivial Kan �bration if and only if it has the right lifting property
with respect to the class I∂ . Now apply the (Fn,Evn)-adjunction, to obtain that g is a level
trivial �bration if and only if g has the right lifting property with respect to the class FI∂ .

Corollary 3.3.7. The stable co�brations are the FI∂-co�brations.

Lemma 3.3.8. If f is a co�bration in sSet∗ then Fn(f) is a stable co�bration for n ≥ 0.

Proof. Suppose g is a map of symmetric spectra which is a level trivial �bration, and f is a map
of simplicial sets which is a co�bration. Then f has the left lifting property with respect to the
trivial Kan �bration Evn(g). By adjunction, Fn(f) has the left lifting property with respect to
g, then Fn(f) is a stable co�bration.
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Lemma 3.3.9. Let I,J and K be classes of maps in SpΣ. Let f ◻ g ∈K for all f ∈ I and g ∈ J .
Then f ′ ◻ g′ ∈ cof(K) for all f ′ ∈ cof(I) and g′ ∈ cof(J).

The real content of theorem 3.3.10 is in fact contained the following theorem.

Theorem 3.3.10. Let f and g be maps of symmetric spectra.

(1) If f and g are stable co�brations then f ◻ g is a stable co�bration.

(2) If f and g are stable co�brations, and either f or g is a level equivalence, then f ◻ g is a
level equivalence.

(3) If f and g are stable co�brations, and either f or g is a stable equivalence, then f ◻ g is a
stable equivalence.

Proof of 3.3.4. This is an immediate consequence of theorem 3.3.10.

Proof of 3.3.10. (1) In lemma 3.3.9 let I = J = K = FI∂ , then cof(K) is the class of stable
co�bration via 3.3.7. Because the free symmetric spectrum functor is a left adjoint it preserve
colimits, hence we have a natural isomorphism

Fp(f) ◻ Fq(g) ≅ Fp+q(f ◻ g),(3.3)

for f, g ∈ sSet∗. By 3.3.8 we have that f ◻ g ∈ cof(K) for all f ∈ I and g ∈ J . Now we apply
lemma 3.3.9 to obtain the desired result.

(2) As in part 1, set I = J = K = FI∂ , to obtain the isomorphism from 3.3. By 3.3.2
and 3.3.8 and the following isomorphism Fq(f) ≅ Ωq(Σ∞(f)), which we take for granted, we get
that f ◻ g is a monomorphism and that it induces a level equivalence under F∗(−) if and only
if f and g are monomorphisms and either f or g is a weak equivalence, for all f ∈ I and g ∈ J .
Again 3.3.9 gives the desired result.

(3) We begin by noting that a level co�bration i ∶ X → Y is a stable equivalence if and
only if its co�ber Co(i) ≅ Y /X is stably contractible. By part 1 the map f ◻ g is a stable co�-
bration. Now since colimits commute the co�ber of f ◻ g is the smash product Co(f)⊗Co(g)
of the co�ber of f and the co�ber of g. Because f is a stable co�bration, then Co(f) is stably
co�brant. Let E be a level �brant Ω-spectrum. We will show that the internal hom spectrum
HomSpΣ(C(Co(f) ⊗ Co(g)),E) is a level contractible spectrum, which amounts to show that
HomSpΣ(Co(f) ⊗ Co(g),E) is level contractible, because they are level equivalent. Given this
we may conclude via 3.1.7 that Co(f) ⊗Co(g) is stably contractible, which then implies f ◻ g
is a stable equivalence.

Suppose f is a stable equivalence, then it can be shown that HomSpΣ(Co(f),E) is a level con-
tractible spectrum. Therefore HomSpΣ(Co(f)⊗Co(g),E) ≅ HomSpΣ(Co(g),HomSpΣ(Co(f),E))
is level contractible, hence f ◻ g is a stable equivalence.

3.4 Symmetric Monoidal Structure of Ho(SpΣ)
We will in this section give the stable homotopy category a symmetric monoidal structure. This
will largely be a consequence of the fact that the stable model structure was monoidal. We will
realize the monoidal product on Ho(SpΣ) as a derived version of the usual smash product. As
already mentioned we will assume knowledge of many facts about model categories and their
properties. The main result of this section, discussed above, will be a corollary of a very gen-
eral theorem concerning closed symmetric monoidal model categories, and because of this this
section will mostly be independent of the previous section.
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Let C and D be model categories. Recall that the left derived functor LF of F ∶ C → D
is the left Kan extension along the localization functor associated to the homotopy category of
C , λ ∶ C → Ho(C ). Explicitly LF ∶ Ho(C ) → D is a functor together with a natural transfor-
mation ε ∶ LF ○ λ → F such that if G ∶ Ho(C ) → D is another functor together with a natural
transformation η ∶ G ○ λ → F , then there exists a unique natural transformation Θ ∶ G → LF
such that

G ○ λ LF ○ λ F,
Θλ ε

where Θλ is the natural transformation with components (Θλ)X = Θλ(X).

The following three lemmas will be key ingredients in the proof of the theorem mentioned
above. These are standard theorems found in fx. [11] or [12].

Lemma 3.4.1. Let C be a model category, and F ∶ C → D a functor. If F takes weak equiv-
alences between co�brant objects in C to isomorphisms in D , then the left derived functor LF
exists.

Proof. Consider the functor φ ∶ C → D which on X ∈ C is de�ned as φ(X) = F (QX) where Q
is co�brant replacement in C . On morphisms f ∶ X → Y it is given as φ(f) = F (Qf). If f is
a weak equivalence, then Qf is a weak equivalence between co�brant objects hence φ(f) is an
isomorphism in D per. assumption on F . Now the universal property of the localization, there
exists a unique functor LF ∶Ho(C ) → D for which it holds that LF ○ λ = φ. Let ε ∶ LF ○ λ → F
be a natural transformation which components are εX = F (pX), where pX is the trivial �bration
QX →X. We show that the pair (LF, ε) is the left derived functor of F .

Let G ∶ Ho(C ) → D be a functor with a natural transformation η ∶ G ○ λ → F . For each
X ∈ C consider the diagram

(G ○ λ)(QX) (LF ○ λ)(X)

(G ○ λ)(X) F (X)

ηQX

(G○λ)(pX) εX

ηX

pX ∶ QX → X is a trivial �bration, hence in particular a weak equivalence, hence λ(pX) is an
isomorphism in Ho(C ) which means that (G ○ λ)(pX) is an isomorphism in D . Now de�ned a
natural transformation Θ ∶ G○λ→ LF ○λ by ΘX = ηQX ○((G○λ)(pX))−1. Now note that ΘX is
the unique morphism making the diagram above commute which proves the desired result.

Lemma 3.4.2. (C ,⊗,1) closed symmetric monoidal category. If X is co�brant, then X ⊗ − ∶
C → C preserve (trivial) co�brations.

Proof. Let X be co�brant in C and let f ∶ Y → Z be a co�bration. For every object C ∈ C the
endofunctor C ⊗− preserve colimits because it is a left adjoint, hence C ⊗● is weakly equivalent
to the initial object ● in C for every C ∈ C . Note that Y ⊗X is a pushout of the diagram

● ●

Y ⊗X

From this it is clear that pushout product of f ∶ Y → Z and the co�bration ● → X is f ⊗ idX .
Since the model structure on C is assumed to be symmetric monoidal the pushout product
idX ⊗f is a co�bration as wanted. If f is also a weak equivalence, then so is idX ⊗f .

The following theorem is due to K. Brown.
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Lemma 3.4.3. Let C and D be model categories and let F ∶ C → D be a functor. If F takes
trivial co�brations between co�brant object in C to weak equivalences in D , then F takes all
weak equivalence between co�brant objects in C to weak equivalences in D .

Proof. Let f ∶ X → Y be a weak equivalence between co�brant objects in C . We show that
F (f) is a weak equivalence in D . Because C is a model category it satis�es the factorization
axiom, thus there exists co�brant Z ∈ C , a co�bration q ∶ X∐Y → Z, and a trivial �bration
p ∶ Z → Y such that f∐ idY = p ○ q. ι0 ∶ X → X∐Y and ι1 ∶ Y → X∐Y are co�bration, hence
q ○ ι0 ∶ X → Z and q ○ ι1 ∶ Y → Z are co�brations. We have p ○ q ○ i0 = (f∐ idY ) ○ ι0 = f , hence
q ○ ι0 is a weak equivalence by the 2-out-of-3-property. Similiarly p ○ q ○ ι1 = idY , hence q ○ ι1
is a weak equivalence again by the 2-out-of-3-property. Per. assumption on F , F (q ○ ι0) and
F (q ○ ι1) are weak equivalences. Note that F (p) ○ F (q ○ ι1) = F (p ○ q ○ ι1) = F (idY ), hence
the 2-out-of-3-property gives that F (p) is a weak equivalence. From this we conclude that
F (f) = F (p ○ q ○ ι0) = F (p) ○ F (q ○ ι0) is a weak equivalence as wanted.

Let C ,D and E be categories and let F ∶ C → D and γ ∶ C → E be functors. Recall
that the right Kan extension Ranγ F ∶ E → D of F along γ is right adjoint to the functor
− ○ γ ∶ Fun(E ,D) → Fun(C ,D). If G ∶ C → D is another functor and η ∶ F → G is a natural
isomorphisms, then Ranγ η ∶ Ranγ F → Ranγ G is also a natural isomorphism.

Theorem 3.4.4. C be a closed symmetric monoidal model category and assume the tensor unit
is co�brant. The total left derived functor ⊗L of ⊗ exists and gives Ho(C ) the structure of a
symmetric monoidal category.

Proof. Lets �rst show existence of ⊗L. By 3.4.1 and 3.4.3 it su�ces to show that ⊗ ∶ C ×C → C
takes two trivial co�brations between co�brant objects in C to a weak equivalence in C . Let
f ∶ A → A′ and g ∶ B → B′ be trivial co�brations between co�brant objects in C . Lemma 3.4.2
both A⊗ − and − ⊗B′ preserve trivial co�brations, hence A⊗ g ∶ A⊗B → A⊗B′ and f ⊗B′ ∶
A⊗B′ → A′⊗B′ are trivial co�brations. Note that f⊗g = (f⊗B′)○(A⊗g), hence f⊗g is a weak
equivalence, this shows the existence of ⊗L. It remains to show that ⊗L is associative, unital,
and symmetric up to coherence isomorphism. To do this we will employ the fact about right
Kan extensions, hence about left derived functors, mentioned above. Note that the universal
property of the localization gives an equivalence Ho(C × C × C ) ≅ Ho(C ) ×Ho(C ) ×Ho(C ).
The above fact shows that the associator natural isomorphism α ∶ (− ⊗ −)⊗ − → − ⊗ (− ⊗ −) in
C induces a natural isomorphism αL ∶ (− ⊗L −) ⊗L − → − ⊗L (− ⊗L −) in Ho(C ). The unitor
and symmetry natural isomorphisms induce natural isomorphisms using the same technique.
We omit the straight forward proof that these make the de�ning diagrams for a symmetric
monoidal category commute.

Corollary 3.4.5. The total left derived functor ⊗L ∶ Ho(SpΣ) ×Ho(SpΣ) → Ho(SpΣ) of ⊗ ∶
SpΣ×SpΣ → SpΣ exists and gives the stable homotopy category of symmetric spectra the structure
of a symmetric monoidal category (Ho(SpΣ),⊗L, γ(S)).

We end this section with the following theorem, which together with the above corollary
shows that Ho(SpΣ) is an extremely structured category. The above states that Ho(SpΣ) has
an internal notion of algebra, and the following shows that Ho(SpΣ) has an internal notion of
homotopical algebra.

Theorem 3.4.6. Ho(SpΣ) is a triangulated category.

This is Theorem 2.9 in [1].
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4 Algebra Objects in SpΣ and Ho(SpΣ)
One of the reasons for introducing the smash product on SpΣ and deriving it to obtain the
smash product on Ho(SpΣ) is to give a robust generalization of classical algebra to the setting
of symmetric spectra. This generalization is often called higher algebra. Symmetric spectra is
to higher algebra what abelian groups are to classical algebra, since they both assemble to a
category having the right formal properties (symmetric monoidal model category and abelian
category respectively.). We shall develop other analogies between higher algebra and classical
algebra.

4.1 Ring Spectra

In this section we de�ne the notion of a ring spectrum, and then we give some examples. Ring
spectra are to higher algebra what rings are to classical algebra.

De�nition 4.1.1. A (symmetric) ring spectrum R is a monoid in the symmetric monoidal
category (SpΣ,⊗,S). A commutative (symmetric) ring spectrum is a commutative monoid in
(SpΣ,⊗,S). A ring spectrum momorphism f ∶ R → S between ring spectra R and S, is a monoid
morphism of monoids in (SpΣ,⊗,S).

Usually we will omit �symmetric� and simply say ring spectrum. The ring spectra and ring
spectra morphisms assemble in to a category, namely the category of ring spectra which we
denote Ring(SpΣ). We also have a category of commutative ring spectra denoted CRing(SpΣ).
We begin by presenting some examples, where we omit the details of check commutativity of
the diagrams described in de�nition 2.3.1 and 2.3.3.

Example 4.1.2. Since S is the unit for the monoidal product ⊗ on SpΣ, we have a natural
isomorphism λ ∶ S ⊗ S → S which provides the multiplication map. The identity on S is the
unit. Now because ⊗ is symmetric, these two maps gives the sphere spectrum the structure of
a commutative ring spectrum. This fails if we did not consider symmetric spectra, but only
spectra. Just like in classical algebra S is the initial object of the category CRing(SpΣ): Let R
be a commutative ring spectrum, then the unit map ι ∶ S → R is unique, because if there was
another ι′ ∶ S→ R, then ι = ι′ by unitality.

Example 4.1.3. Let A be a commutative ring, then the Eilenberg-Mac Lane spectrum HA
turns out to be a commutative ring spectrum. In each level let Sn →HAn be de�ned by sending
x ∈ Sn to 1⊗x in HAn = {A⊗Sn}, these constitute a map S→HA, which is the unit map. We
de�ne Σp × Σq-equivariant morphisms of simplicial sets for all m,n ≥ 0, µn,m ∶ HAn ∧HAm →
HAn+m de�ned as

µn,m(∑
i

rixi ∧∑
j

r′jyj) =∑
i,j

(rir′j)(xi ∧ yj).

These maps give HA the structure of a commutative ring spectrum. In fact HRA constitutes
an endofunctor on CRing(SpΣ). To see this, let S be another ring, and let f ∶ R → S be a ring
homomorphism. Then we de�ne Hf ∶HA→HS, in each level by

(Hf)n(∑
i

aixi) =∑
i

f(ai)xi.

Example 4.1.4. Let X be a symmetric spectrum. We de�ne the endomorphism ring spectrum
of X by End(X) = HomSpΣ(X,X). Consider the identity id ∶ End(X) → End(X), let e ∶
End(X) ⊗ End(X) → X denote the adjoint map. We de�ne the multiplication µ ∶ End(X) ⊗
End(X)→ End(X), as the adjoint of the map
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End(X)⊗End(X)⊗X End(X)⊗X X.
id⊗c e

Let the unit be the adjoint of the left unitor S⊗X →X.

Example 4.1.5. Consider M a simplicial monoid, with multiplication η ∶ M ×M → M , we
de�ne the spherical monoid ring SM by

(SM)n =M+ ∧ Sn.

Here M+ denotes the underlying simplicial set with a disjoint basepoint added. The symmetric
group action is given via permuting the sphere coordinates and the trivial action on M+. The
spherical monoid ring is a symmetric ring spectrum. The unit is S→ SM is de�ned in each level
as 1 ∧ − ∶ Sn →M+ ∧ Sn given as x ↦ 1 ∧ x. The multiplication map µ ∶ SM ⊗ SM → SM is in
each level de�ned as

µn,m ∶ (M+ ∧ Sn) ∧ (M+ ∧ Sm) ≅ (M ×M)+ ∧ (Sn ∧ Sm) M+ ∧ Sn+m.η∧f

Where f is the usual isomorphism.

Example 4.1.6. The above construction works more generally if we start with a commutative
ring spectrum R. Again letM be a simplicial monoid. We de�ne the a symmetric ring spectrum
called the monoid ring spectrum RM by (RM)n = M+ ∧ Rn. We de�ne the unit map as the
composite

S→ R ≅ {1}+ ∧R →M+ ∧R,

where the �rst map exist because S is initial in CRing(SpΣ) and the last map is induced by the
unit ofM . The multiplication in each level is given completely analogously to the multiplication
on SM .

De�nition 4.1.7. Let R be a ring spectrum. A Left R-module is a left R-module in (SpΣ,⊗,S).
An R-module homomorphism ϕ ∶ X → Y between the R-modules X,Y , is a R-module homo-
morphism between X and Y in (SpΣ,⊗,S). Right R-modules are de�ned analogously.

The notion of a R-module is not suprising the higher algebra analog of R-modules from
classical algebra.

Example 4.1.8. Consider X,Y ∈ SpΣ, then HomSpΣ(X,Y ) is a left module over End(Y ). The
map m ∶ End(Y )⊗HomSpΣ(X,Y )→ HomSpΣ(X,Y ) is the adjoint of the following composite

End(Y )⊗HomSpΣ(X,Y )⊗X End(Y )⊗ Y Ye e

Where e was de�ned in 4.1.4.

4.2 Homotopy Ring Spectra

In the classical theory of algebraic topology there is an homotopical analog of algebra objects,
namely that of a H-objects, which are algebra objects in Ho(Top). This idea is easily applicable
to our situation. It will turnout with only minimal formal input that there is an abundance of
such objects.

De�nition 4.2.1. A homotopy ring spectrum R is a monoid in the symmetric monoidal category
(Ho(SpΣ),⊗L, γ(S)). homotopy commutative ring spectra, homotopy ring spectrum homomor-
phisms, left (right) homotopy modules, are de�ned analogously.

We shall see that a ring spectrum gives rise to homotopy ring spectrum, which turns out to
be a formal consequence of γ being a lax monoidal functor. A de�nition of what it means for a
functor to be lax monoidal can be seen at [13].
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Lemma 4.2.2. The localization functor γ ∶ SpΣ →Ho(SpΣ) is lax monoidal.

We omit the proof.

Theorem 4.2.3. The localization functor γ ∶ SpΣ → Ho(SpΣ) takes symmetric ring spectra to
homotopy ring spectra.

Proof. Consider R a ring spectrum, with m ∶ R⊗R → R being the multiplication, and i ∶ S→ R
being the unit, then R becomes a homotopy ring spectrum with respect to the multiplication
map

γ(R)⊗L γ(R) γ(R⊗R) γ(R),µR,R γ(m)

here µ is the natural transformation which exists because γ is lax monoidal. The unit map is
γ(i) ∶ γ(S)→ γ(R).

This gives us a source of homotopy ring spectra. Further strengthening the analogy between
homotopy ring spectra and H-monoids, is the fact that one can't in general rigidify a homotopy
spectrum to obtain a ring spectrum, just like one in general can't rigidify a H-monoid to obtain
a topological monoid. For the details of this obstruction see remark 4.14 of [1].
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Part II

The ∞-Category of Spectra
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5 Introduction to ∞-Categories
We saw in the previous part of the text that it was possible to endow the category of symmetric
spectra with a smash product such that it got the structure of a closed symmetric monoidal
category. Furthermore we gave it a model structure, namely the stable model structure, which
we showed gave SpΣ the structure of a stable closed symmetric monoidal model category.

In this chapter we will consider spectra from a di�erent view, namely that of (∞,1)-categories.
In this viewpoint what we developed in the previous part will be a presentation, or a model for
the 1-categorical part of the (∞,1)-category of spectra. Our ultimate goal is to introduce this
new viewpoint, and not to give a comprehensible account of (∞,1)-categories or the (∞,1)-
category of spectra. Hence we will omit proofs, to a larger degree than what we did in the
previous part.

5.1 De�nitions and Ideas

The observant reader will at this point have noted the use of ∞-category and (∞,1)-category.
∞-categories are models for (∞,1)-categories, the same way S1 is a model for the Eilenburg-
MacLane space K(Z,1), or symmetric spectra is a model for a category spectra. The Eilenburg-
MacLane space is an idea, it is a set of desirable properties for which there are di�erent instan-
tiations. The same holds true for (∞,1)-categories, so lets �rst describe some of the desirable
properties, again we will do this by way of analogy.

In normal categories, e.g. topological spaces Top, we have objects and morphisms connect-
ing them, one might call the objects 0-morphisms and the morphisms 1-morphisms. These are
often called 1-categories. So we have 1-morphisms connecting 0-morphisms. In the category of
categories Cat, besides categories (0-morphisms) and functors (1-morphisms) we also have nat-
ural transformations (2-morphisms) which connect functors. Cat is an example of a 2-category,
collectively k-categories for k > 1 are called higher categories. The idea of a (∞,1)-category
is an expansion of this idea, namely that we should have a higher category C for which the
k-morphisms of C should be invertible and they should connect (k − 1)-morphisms for k > 1.
Following [14] we will in this text limit ourselves to the following model for (∞,1)-categories.

De�nition 5.1.1. An ∞-category is a simplicial set K for which f0 ∶ Λni → K admits an
extension f ∶ ∆n →K.

One might summerize this de�nition as �∞-categories are simplicial sets which has not-
necessarily unique inner horn-�llers�. Lets �x some conventions. Let C be a ∞-category. The
objects of C are the 0-simplices, and the morphisms are the 1-simplices in C . Given a morphism
f in C , d1(f) is the domain of f , and d0(f) is the codomain; if d1(f) =X and d0(f) = Y , then
we write f ∶X → Y . The identity idX is the image of X under the degeneracy map s0 ∶ C0 → C1.
Given f ∶X → Y and g ∶ Y → Z in C , then they assemble to an inner horn h ∶ Λ2

1 → C , for which
d2(h) = f and d0(h) = g. This admits and extension to a 2-simplex H ∶ ∆2 → C , and we think
of d1(H) as the composition of f and g in C , and we denote it g ○ f .

We will now try to motivate this model for (∞,1)-categories, and explain what place in the
theory it should hold. In some sense we want to obtain a formalism which captures the classical
homotopy theory and the ordinary 1-categorical perspective. These are two useful extremes
to consider. Let us try to assimilate the these two extremes to the context of simplicial sets,
to better see that ∞-categories lie somewhere between the two. Lets begin with the classical
homotopy theory.
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De�nition 5.1.2. A Kan complex is a simplicial set which has horn �llers.

Recall that a groupoid is loosely speaking a category for which every morphism is invertible,
analogously to the above a (∞,1)-groupoid is a (∞,1)-category for which every k-morphism
is invertible for k > 0. Kan complexes are good models for (∞,1)-groupoids: Consider a Kan
complex K, and two 1-simplices σ ∶ ∆1 → K and σ′ ∶ ∆1 → K, for which d1(σ) = X, d0(σ) = Y ,
di(σ′) = Y for X and Y 0-simplices. Using the above notation convention, one might visualize
this as

X

Y Y

σ

idY

where the Kan condition ensures the existence of a left inverse to σ, analogously one obtains
a right inverse. Note that neither are unique! This idea can be utlized in any simplicial level,
hence giving inverses to any k-morphism. Therefore one might take Kan complexes as the def-
inition of ∞-groupoids. One obtains the classical homotopy theory through the fundamental
∞-groupoid of a topological space, de�ned as Sing(X) (This is originally due to A. Joyal [15],
it is proved in Proposition 1.2.5.1 [14]). The take away from this discussion is that it is not
reasonable to require the notion of an ∞-category to have outer horn �llers.

Given a category C one obtains a simplicial set N(C ) by applying the nerve functor N ∶ Cat→
sSet. Up to isomorphism one might recover C from N(C ). The following theorem characterizes
the simplicial sets which arise as nerves of categories. The theorem is proposition 1.1.2.2 of [14].

Theorem 5.1.3. Let K be a simplicial set. Then the following are equivalent:

(1) There exists a category C and an isomorphism K ≅ N(C ).

(2) For each 0 < i < n and each diagram

Λni K

∆n

!∃

is commutative.

Here the uniqueness is a crucial part. The take away from the theorem is that to capture
this extreme without killing the other extreme, we can not require our extensions to be unique.
The result is that the composite of two morphisms f and g in a ∞-category is not uniquely
de�ned as in ordinary category theory, but it is de�ned �up to contractible space of choices�
which we shall ellaborate in the following section. The above discussion alludes to the following
two examples, which also shows that our de�nition in fact captures the two extremes.

Example 5.1.4. Any Kan complex is an ∞-category. In particular Sing(X) for X ∈ Top.

Example 5.1.5. The nerve of any category is an ∞-category. By identifying C with its nerve
N(C ) we may view ordinary category theory as a special case of ∞-category theory.

Because ∞-categories are certain simplicial sets it is rather easy to de�ne functors between
them.

De�nition 5.1.6. Let C and D ∞-categories. A ∞-functor (or simply functor) from C to D
is a morphism C → D of simplicial sets. If K is a simplicial set, then we let Fun(K,C ) denote
the simplicial set HomsSet(K,C ), following [14].
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If both C and D are ∞-categories then Fun(C ,D) turn out to be an ∞-category. We shall
prove this in a following section.

De�nition 5.1.7. Let C and D be two∞-categories. A natural equivalence btween two functors
from C to D is an equivalence in Fun(C ,D). A functor F ∶ C → D is an equivalence of ∞-
categories if there exists another functors G ∶ D → C together with natural equivalence between
F ○G and idD , and G ○ F and idC .

5.2 Uniqueness of Composition up to Contractible Space of Choices

As mentioned in previous section the composite of two morphisms in an ∞-category is not
uniquely de�ned, but it is rather de�ned up to a contractible space of choices. The following
theorem (Corollary 2.3.2.2 [14]), due to A.Joyal, solidi�es this intuition.

Theorem 5.2.1. A simplicial set C is an ∞-category if and only if the restriction map

Fun(∆2,C )→ Fun(Λ2
1,C )

is a trivial Kan �bration.

We think of the space of compositions as the �ber of the map, which is contractible because
the map is a trivial Kan �bration. This section is dedicated to proving this theorem.

De�nition 5.2.2. A model category C is co�brantly generated if there are sets of morphisms
I, J in C such that

� cof(I) is precisely the collection of co�brations of C ;

� cof(J) is precisely the collection of trivial co�brations in C , and

� I and J permit the small object argument.

Remark 5.2.3. Recall that sSet∗, Top and SpΣ equipped with the Quillen-Kan, classic, and stable
model structure respectively are co�brantly generated. We have implicitly used this fact when
we asserted that the stable co�brations are the FI∂-co�brations in 3.3.7, because we used that
cof(FI∂) was the morphisms with the right lifting property with respect to the FI∂-injective
morphisms ??. For now the important part is that sSet∗ is co�brantly generated, with generating
collections I and J which respectively consists of maps ∂∆n →∆n and Λni →∆n.

De�nition 5.2.4. Let C be a cocomplete co�brantly generated model category. A class of
maps I in C is called weakly saturated if it is closed under the operations of forming, pushouts,
trans�nite composition and retract. The smallest weakly saturated class containing I, is said to
be generated by I.

We need the following classes of maps, which shall be important in the proofs to come.

De�nition 5.2.5. A morphism f ∶K → S of simplicial sets is

� a left �bration if f has the right lifting property with respect to all left horn inclusions,
i.e. Λni ⊆ ∆n, 0 ≤ i < n.

� a right �bration if f has the right lifting property with respect to all right horn inclusions,
i.e. Λni ⊆ ∆n, 0 < i ≤ n.

� a inner �bration if f has the right lifting property with respect to all inner horn inclusions,
i.e. Λni ⊆ ∆n, 0 < i < n.

� a left anodyne morphism if f has the left lifting property with respect to all left �brations.
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� a right anodyne morphism if f has the left lifting property with respect to all right �bra-
tions.

� a inner anodyne morphism if f has the left lifting property with respect to all inner
�brations.

The following theorem is due to A.Joyal, it is going to be a key part of the proof of theorem
5.2.1.

Lemma 5.2.6. The following collections all generate the same weakly saturated class of mor-
phisms of simplicial sets

1. The collection A of all inner horn inclusions.

2. The collection B of all inclusions

(∆m ×Λ2
1) ∐
∂∆m×Λ2

1

(∂∆m ×∆2) ⊆ ∆m ×∆2.(5.1)

3. The collection C of all inclusions

(S′ ×Λ2
1) ∐
S×Λ2

1

(S ×∆2) ⊆ S′ ×∆2,

where S ⊆ S′ ∈ sSet.

Remark 5.2.7. One might reformulate the above classes in terms of the pushout product in the
symmetric monoidal category (sSet,×,∆0). A morphism f in C is then i ◻ u for i a co�bration
and u ∶ Λ2

1 →∆. This point of view is not going to enter the picture before later.

Proof. Lets �rst show that every morphism of C belongs to the weakly saturated class of mor-
phisms generated by B. Consider a pair of simplicial sets S ⊆ S′. Consider the pushout diagram
de�nning the n-skeleton of S

∐x∈Sn ∂∆n skn−1 S

∐x∈Sn ∆n skn S

Here the coproduct is only taken over all non-degenerate x ∈ Sn. Which inductively shows that
replacing skn S and skn S

′ with S and S′ in (5.1), is contained in the weakly saturated class
generated by B, because of the closure under pushout. Now closure under trans�nite induction
gives that every morphism of C belongs to the weakly saturated class of morphisms generated
by B.

Next we show that every morphism of A is a retract of a morphism belonging to C. Explicitly
we show that for 0 < i < n, the inclusion Λni ⊆ ∆n is a retract of the inclusion

(∆n ×Λ2
1) ∐

Λni ×Λ2
1

(Λni ×∆2) ⊆ ∆n ×∆2.

Consider the embedding ∆n → ∆n × ∆2 given via the map of partially ordered sets s ∶
[n] → [n] × [2], and the retraction ∆n × ∆2 → ∆n given via the map of partially ordered sets
r ∶ [n] × [2]→ [n], which are de�ned as

s(j) =
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

(j,0) j < i
(j,1) j = i
(j,2) j > i

r(j, k) =
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

j j < i, k = 0

j j > i, k = 2

i otheriwse

respectively. Now consider the following retract diagram
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Λni (∆n ×Λ2
1)∐Λni ×Λ2

1
(Λni ×∆2) Λni

∆n ∆n ×∆2 ∆ns r

which shows every morphism of A is a retract of a morphism belonging to C.

Next we show that every morphism of B is inner anodyne, i.e. it lies in the weakly satu-
rated class of morphisms generated by A. Choose m ≥ 0. For each 0 ≤ i ≤ j < m, we let σij
and τij denote the (m + 1)-simplex and the (m + 2)-simplex of the m-prism ∆m × ∆2, which
corresponds to the maps fij ∶ [m + 1]→ [m] × [2] and gij ∶ [m + 2]→ [m] × [2], de�ned as

fij(k) =
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

(k,0) 0 ≤ k ≤ i
(k − 1,1) i + 1 ≤ k ≤ j + 1

(k − 1,2) j + 2 ≤ k ≤m + 1.

gij(k) =
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

(k,0) 0 ≤ k ≤ i
(k − 1,1) i + 1 ≤ k ≤ j + 1

(k − 2,2) j + 2 ≤ k ≤m + 2.

respectively. Let X(0) = (∆m ×Λ2
1)∐∂∆m×Λ2

1
(∂∆m ×∆2). For 0 ≤ j <m, we de�ne inductively

X(j + 1) =X(j) ∪ σ0j ∪ ... ∪ σjj .

This gives rise to a chain of inclusions

X(j) ⊆X(j) ∪ σ0j ⊆ ... ⊆X(j + 1),

where each level is a pushout of a morphism in A, hence they are inner anodyne, from which
we gather that X(j) ⊆ X(j + 1) is inner anodyne. Set Y (0) = X(m), so that the inclusion
X(0) ⊂ Y (0) is inner anodyne. We set inductively Y (j + 1) = Y (j) ∪ τ0j ∪ ... ∪ τjj for 0 ≤ j ≤m.
As before we have a chain of inclusions

Y (j) ⊆ Y (j) ∪ τ0j ⊆ ... ⊆ Y (j + 1),

again each level is a pushout of a morphism in A, again Y (j) ⊆ Y (j+1) is inner anodyne. Because
the composite of inner anodyne maps is inner anodyne, we conclude that X(0) ⊆ Y (m + 2) is
inner anodyne. We conclude the proof by noting that Y (m + 2) = ∆m ×∆2.

Given this lemma the proof of theorem 5.2.1 is reduced to a series of biimplications.

Proof of 5.2.1. Assume C is a an ∞-category, then f0 ∶ Λni → C extends to f ∶ ∆n → C for
0 < i < n. This happens if and only if g ∶ C → ● has the right lifting property with respect
to all inner horn inclusions, which by 5.2.6 happens if and only if g ∶ C → ● has the right
lifting property with respect to the class B. Explicitly the dotted arrow exists in the following
commutative diagram

(∆m ×Λ2
1)∐∂∆m×Λ2

1
(∂∆m ×∆2) C

∆m ×∆2 ●

i
t

Where i is the inclusion. Consider the pushout diagram de�ning (∆m×Λ2
1)∐∂∆m×Λ2

1
(∂∆m×∆2),

and augment it with the above diagram,

∂∆m ×Λ2
1 ∂∆m ×∆2

∆m ×Λ2
1 (∆m ×Λ2

1)∐∂∆m×Λ2
1
(∂∆m ×∆2) C

∆m ×∆2 ●

i1

⊆
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There is a natural restriction ∂∆m×∆2 →∆m×Λ2
1, this restriction together with the maps from

∂∆m ×∆2 and ∆m ×Λ2
1 into C which factor over ∆m ×∆2, gives an extension in the following

diagram

∂∆m ×∆2 C

∆m ×Λ2
1

which via adjunction gives the desired result.

This theorem gives us that the class of ∞-categories C is characterized by the requirement
that one can compose morphisms in C , and that the composition is well-de�ned up to a con-
tractible space of choices. We now collect a very fundamental result.

Theorem 5.2.8. Let K be an arbitrary simplicial set, then for every ∞-category C , the sim-
plicial set Fun(K,C ) is an ∞-category.

We will obtain it via a result concerning inner anodyne maps, which will be a corollary of
lemma 5.2.6. Again this is due to A.Joyal [15].

Corollary 5.2.9. Let i ∶X →X ′ be an inner anodyne map of simplicial sets and let j ∶ Y → Y ′

be a co�bration. Then the induced map

(X × Y ′) ∐
X×Y

(X ′ × Y )→X ′ × Y ′

is inner anodyne.

Proof. The induced map is the pushout product i ◻ j. Observe that this pushout product is
associative: (i◻j)◻k ≅ i◻(j◻k) and commutative: i◻j ≅ j◻ i. Recall from remark 3.3.2 that if
i and j are monomorphisms then so is i◻ j. Lemma 5.2.6 characterizes the inner anodyne maps
as the weakly saturated class generated by C. Let C be the class generated by C. We wish to
show that C ◻ j ⊆ C, hence it su�ces to check C ◻ j ⊂ C. Let i ∈ C. Then as remarked just after
lemma 5.2.6, i = i′ ◻u for i′ a co�bration, and u ∶ Λ2

1 →∆2. Using the above observations we get

i ◻ j = (i′ ◻ u) ◻ j ≅ i′ ◻ (u ◻ j) ≅ i′ ◻ (j ◻ u) ≅ (i′ ◻ j) ◻ u

which is in C because i′ ◻ j is a monomorphism.

Proof of 5.2.8. To show that Fun(K,C ) is an ∞-category it su�ces to show that it has the
extension property with respect to all inner anodyne inclusions A ⊆ B. Via adjunction this is
equivalent to C having the right lifting property with respect to A ×K ⊆ B ×K, where we've
used that idK is a co�bration. Corollary 5.2.9 gives that A ×K ⊆ B ×K is inner anodyne, and
C is an ∞-category. Hence Fun(K,C ) is an ∞-category.

5.3 Simplicial Categories and Their Underlying ∞-Categories
Recall that the 2-category of categories Cat can be enriched over simplicial sets, this was shown
by D.Quillen in [16].

De�nition 5.3.1. A simplicial category is a simplicially enriched category. We will denote the
category of simplicial categories as Cat∆ following [14].

It turns out that simplicial categories has underlying ∞-categories which we obtain by a
modi�cation of the usual nerve functor N ∶ Cat→ sSet, to a functor N∆ ∶ Cat∆ → sSet called the
simplicial nerve. The usual nerve is build from [n], and the main idea is to replace [n] with a
simplicial category C[∆n] containing more combinatorial data. We start by introducing C[∆n].
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De�nition 5.3.2. Let J be a �nite nonempty linearly ordered set. We de�ne the simplicial
category C[∆J].

� Its objects are the elements of J .

� For i, j ∈ J , then

MapC[∆J ](i, j)
⎧⎪⎪⎨⎪⎪⎩

N(Pi,j) if i ≤ j,
∅ if j < i.

where is the poset Pi,j = {I ⊂ J ∶ i, j ∈ J and k ∈ I such that i ≤ k ≤ j} and N is the usual
nerve.

� If i0 ≤ i1 ≤ ⋅ ⋅ ⋅ ≤ in then the composition

MapC[∆J ](i0, in) × ⋅ ⋅ ⋅ ×MapC[∆J ](in−1, in)→MapC[∆J ](i0, in)

is induced by the map of partially ordered sets

Pi0,i1 × ⋅ ⋅ ⋅ × Pin−1,in → Pi0,in ,

(I1, ..., In)↦ I1 ∪ ... ∪ In.

Furthermore let f ∶ J → J ′ be a monotone map between linearly ordered sets. The simplicial
functor C[f] ∶ C[∆J]→ C[∆J ′] is de�ned as

� For each i ∈ C[∆J], C[f](i) = f(i) ∈ C[∆J ′].

� If i ≤ j in J , then the map MapC[∆J ](i, j) → MapC[∆J′ ](f(i), f(j)) induced by f is the
nerve of the map

Pi,k → Pf(i),f(j),

I ↦ f(I).

Remark 5.3.3. This construction de�nes a functor from C ∶ ∆ → Cat∆, given by ∆n ↦ C[∆n],
and because Cat∆ admits all colimits, the functor C, extends uniquely to a functor sSet→ Cat∆.
Note that the simplicial structure on sets of morphisms is evident from the application of the
usual nerve.

We shall need this lemma later. We omit the elementary proof.

Lemma 5.3.4. We may regard C[Λni ] as a simplicial subcategory of C[∆n] for 0 < i < n. For
0 ≤ j ≤ k ≤ n, the simplicial set MapC[Λni ]

(j, k) coincides with MapC[∆n](j, k) unless j = 0 and
k = n.

Lemma 5.3.5. There are isomorphisms MapC[∆n](0, n) = N(P0,n) ≅∏n−1 ∆1 for each n > 0.

Proof. Note that P0,n is the poset category of [n]. We indicate the result in the case n = 3,
which is the �rst non-trivial example. One might visualize P0,3 as

{0,3} {0,1,3}

{0,2,3} {0,1,2,3}

Here all the arrows are inclusions. With two 2-simplexes coming from the two chains of inclusions
in the poset

{0,3} ⊂ {0,1,3} ⊂ {0,1,2,3},
{0,3} ⊂ {0,2,3} ⊂ {0,1,2,3}

There are no non-degenerate k-simplicies for k > 2. From which we see MapC[∆3](0,3) =
N(P0,3) ≅ ∆1 ×∆1.
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Now we are ready for the simplicial nerve construction.

De�nition 5.3.6. Let C ∈ Cat∆. We de�ne the simplicial nerve N∆(C ) as the simplicial set
described by the formula

HomsSet(∆n,N∆(C )) = HomCat∆(C[∆n],C ).(5.2)

N de�nes a functor

N∆ ∶ Cat∆ → sSet.

It turns out that N∆(C ) of a simplicial category is not in general an ∞-category, but if one
further assumes that C is enriched in the full subcategory Kan of sSet it holds, or more precisely
formulated:

Theorem 5.3.7. Let C be a simplicial category for which the simplicial set MapC (X,Y ) is
a Kan complex for every pair of objects X,Y ∈ C . Then the simplicial nerve N∆(C ) is an
∞-category.

Proof. We must show N∆(C ) has the extension property with respect to all inner horn inclu-
sions. Per. construction N∆ is adjoint to C, hence it is equivalent to show that C has the
extension property with respect to the simplicial functor C[Λni ] → C[∆n] for 0 < i < n. Hence
the following two extension problems are equivalent

Λni N(C )

∆n

F MapC[Λni ]
(j, k) MapC (F (j), F (k))

MapC[∆n](j, k)

For 0 ≤ j ≤ k ≤ n. Lemma 5.3.4 and the fact that MapC (F (j), F (k)) is a Kan complex gives us
that it su�ces to �nd a solution to the lifting problem on the right in the case j = 0, and k = n,
i.e. to check if MapC[Λni ]

(0, n) → N∆(P0,n) is anodyne. Via lemma 5.3.5, this is equivalent

to showing that the map from the inclusion of the (n − 1)-cube without the interior and a
(n − 2)-cube into the (n − 1)-cube is anodyne. More precisely that

(
n−1

∏∆1) ∖ ((∂(
n−1

∏(∆1)))c ∪
n−2

∏∆1)→
n−1

∏∆1

is anodyne. It can shown that this is in fact true.

Example 5.3.8. Let Kan be the full subcategory of sSet spanned by the Kan complexes. Recall
that if X,Y ∈ Kan, then MapsSet(X,Y ) ∈ Kan, hence proposition 5.3.7 implies that N∆(Kan) is
an ∞-category. We de�ne the ∞-category of spaces to be N∆(Kan) and we denote it by S.

Example 5.3.9. Recall that SpΣ was enriched in sSet, hence it is a simplicial category. Fur-
thermore SpΣ satis�es that if i ∶ A→ B is a stable co�bration and p ∶X → Y is a stable �bration,
then the induced map of simplicial sets

MapSpΣ(B,X) MapSpΣ(A,X) ×MapSpΣ(A,Y ) MapSpΣ(B,Y )i∗×p∗

is a Kan �bration and a trivial Kan �bration if either i or p is a stable equivalence. Consider
X a stably co�brant spectrum, and Y a stably �brant object. Then we have stable co�bration
i ∶ ●→X and stable �bration p ∶ Y → ●, then this condition ensures that MapSpΣ(X,Y )→ ● is a
Kan �bration, and hence MapSpΣ(X,Y ) is a Kan complex.

Let SpΣ
fc denote the full subcategory of Sp

Σ generated by the stably �brant-co�brant symmetric

spectra. We've just shown that SpΣ
fc is a Kan-enriched simplicial category, hence theorem 5.3.7

applies, and we obtain a ∞-category N∆(SpΣ
fc), we de�ne this as the underlying ∞-category of

SpΣ and denote it SpΣ
∞.
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5.4 The Homotopy Category of an ∞-Category
In this section we give a description of the homotopy category of a ∞-category. There are two
equivalent descriptions, we will present the more explicit of the two, and refer the reader to [14]
sections 1.1.4 and parts of 1.2.3 for the other. We will start by de�ning the notion of homotopic
maps.

De�nition 5.4.1. Let C be an ∞-category. Let φ ∶ C → C ′ and φ′ ∶ C → C ′ be a pair of
morphisms in C . We say that φ and φ′ are homotopic if there is a two simplices σ ∶ ∆2 → C :

C ′

C C ′

idC′φ

φ′

We call σ a homotopy between φ and φ′.

This homotopy relation is in fact a equivalence relation.

Proposition 5.4.2. Let C be an ∞-category and let C and C ′ be objects in C . Then the
homotopy relation is an equivalence relation.

Proof. Let φ ∶ ∆1 → C be an edge. Then s1(φ) is a homotopy from φ to itself. So the homotopy
relation is re�exive. Consider φ, φ′ and φ′′ ∶ C → C ′ morphisms in C . Let σ be a homotopy
between φ and φ' and let σ′ be a homotopy between φ and φ′′. Let σ′′ be the identity from the
codomain of φ and φ′′. We may visualize this as

C C ′

C ′

C ′

φ

φ′′

φ′

idC′

σ′′

idC′

Note that this is the horn Λ3
1 → C , which has an extension τ ∶ ∆3 → C . Now d1(τ) is a homotopy

form φ′ to φ′′, which shows that homotopy is transitive. Now set φ = φ′′, to deduce that the
relation is symmetric.

De�nition 5.4.3. Let C be an ∞-category. We de�ne the homotopy category of C as Ho(C ).
The objects ofHo(C ) are the objects of C . GivenX and Y inHo(C ) we de�ne HomHo(C )(X,Y )
as the set of homotopy classes of morphisms φ ∶ X → Y . Let Z be an object in Ho(C ). φ and
ψ determines a map Λ2

1 → C , which extends to σ ∶ ∆2 → C , because C was an ∞-category. We
de�ne [ψ] ○ [φ] = [d1(σ)].

Lemma 5.4.4. Let C be an ∞-category. The composition law on Ho(C ) is well-de�ned.

Proof. We must show that the composition does not depend on the choice of either σ, φ or ψ
up to homotopy. We begin with the former. Suppose we are given σ,σ′ ∶ ∆2 → C such that
d0(σ) = d0(σ′) = ψ and d2(σ) = d2(σ′) = φ. Consider the degenerate 2-simplex s1(ψ). σ, σ′ and
s1(ψ) determines a map Λ3

1 → C which extends to a 3-simplex τ ∶ ∆3 → C . Now d1(τ) is a
homotopy between d1(σ) and d1(σ′).

We show that [ψ] ○ [φ] depends on ψ and φ only up to homotopy. It can be shown that
that this statement is symmetric with respect to ψ and φ. Hence it su�ces to show that the
composition does not change when we change φ to a homotopic morphism φ′. Let σ ∶ ∆2 → C
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be such that d0(σ) = ψ and d2(σ) = φ, and let σ′ be a homotopy between φ and φ′. Consider
the degenerate 2-simplex s0(ψ). σ, σ′ and s0(ψ) determines a horn Λ3

1 → C which extends 3-
simplex τ ∶ ∆3 → C . Set σ′′ = d1(τ). Then [ψ] ○ [φ′] = [d1(σ′)], but d1(σ) = d1(σ′) so therefore
[ψ] ○ [φ] = [ψ] ○ [φ′].

We now show that the homotopy category of C , Ho(C ) in fact is a category.

Proposition 5.4.5. If C is an ∞-category, then Ho(C ) is a category.

Proof. Let C ∈ C . We need to show that [idC] is the identity with respect to the composition
law in Ho(C ), and that the composition is associative. We omit the latter. For every morphism
φ ∶ C ′ → C in C , the degenerate 2-simplex s1(φ) satis�es the equation [idC] ○ [φ] = [φ]. This
shows that [idC] is a left identity. Dually it is also a right identity.

De�nition 5.4.6. A morphism f ∶ X → Y in C is an equivalence if [f] ∶ X → Y is an isomor-
phism in Ho(C ).

5.5 Limits and Colimits

We shall need the notion of limits and colimits in∞-categories, as we shall realize the∞-category
of spectra as a certain limit in the ∞-category of ∞-categories. The de�nition of (co)limits of
∞-categories, is in many ways analogous to (co)limits in the 1-categorical setting. We begin by
constructing the analog of cones.

De�nition 5.5.1. Consider X,Y ∈ sSet, then we de�ned the join X ⋆ Y of X and Y as the
simplicial set given in each level as

(X ⋆ Y )n =Xn ∪ Yn ∪ ⋃
i+j=n−1

Xi × Yj .

We denote the inclusion of X and Y into X ⋆ Y as iX ∶ X → X ⋆ Y and iY ∶ Y → X ⋆ Y
respectively. Note that ⋆ determines a functor sSet × sSet→ sSet.

Lemma 5.5.2. If X and Y are ∞-categories, then X ⋆ Y is an ∞-category.

Proof. Consider the map p ∶ Λni → X ⋆ Y for 0 < i < n. If p factors as either iX ○ p or iY ○ p,
we immediately obtain an extension of p to ∆n using the assumption that X and Y are ∞-
categories. Suppose otherwise, i.e. p imbeds {0, ..., j} into X and {j + 1, ..., n} into Y . Hence
we may restrict p as

pX ∶ ∆j →X

pY ∶ ∆n−(j+1) → Y

These two restrictions determines a map pX ⋆ pY ∶ ∆j ⋆ ∆n−(j+1) → X ⋆ Y , and because ∆j ⋆
∆n−(j+1) ≅ ∆n−(j+1)+j+1 = ∆n, this determines the desired extension.

De�nition 5.5.3. Let X be a simplicial set. The left cone X⊲ is de�ned as the join ∆0 ⋆X.
Dually the right cone X⊳ is the join X ⋆ ∆0. The distinguished vertex in ∆0 is in both cases
refered to as the cone point.

The following proposition will allow us to determine the overcategory of a ∞-category via
a universal property. We shall need the following notation: for simplicial sets X,Y,Z and a
morphism p ∶ X → Y , we denote the set of morphisms f ∶ Z ⋆ X → Y such that f ∣X = p by
Homp(Z ⋆X,Y ).

Proposition 5.5.4. Let X and Y be simplicial sets, and let p ∶ X → Y be a map. There exists
a simplicial set Y/p with the following universal property

HomsSet(Z,Y/p) = Homp(Z ⋆X,Y ).
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Proof. Recall that HomsSet(Z,Y/p) is cocontinuous in Z. The same can be shown to hold for
Homp(Z ⋆X,Y ). Hence it will su�ce to show the property for Z = ∆n. Lets de�ne (Y/p)n as
Homp(∆n⋆X,Y ), hence by the Yoneda embedding the universal property holds for Z = ∆n.

If one replaces Z ⋆X with X ⋆ Z we obtain analogously another simplicial set, which we
denote Yp/.

De�nition 5.5.5. Consider p ∶X → Y , for Y an ∞-category, we refer to Y/p as an overcategory
of Y , and to Yp/ as an undercategory of Y .

De�nition 5.5.6. Let C be an∞-category. An object X ∈ C is called terminal if the projection
C/X ∶= C /p → C , where p ∶ X → ●, is a trivial Kan �bration. Dually an object Y ∈ C is called
initial if the projection CY / → C is a trivial Kan �bration.

For simplicial sets this is the notion of strongly (co)�nal, which for general simplicial sets
is stronger than the usual notion of terminal/initial, but for ∞-categories they coincide, this is
Corollary 1.2.12.5 [14], which justi�es our choice of de�nition.

De�nition 5.5.7. Let C be an ∞-category and let p ∶ K → C be a map of simplicial sets.
A colimit for p is an initial object of Cp/, and a limit for p is a terminal object of Cp/. An
∞-category C is called (co)complete if it admits all (co)limits. C is called �nitely (co)complete
if (co)limits of p ∶K → C exists for all K with �nitely many non-degenerate simplicies.
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6 The ∞-Category of ∞-Categories
To make sense of spectra in the setting of ∞-categories, we will need to understand (co)limits
taken in the ∞-category of ∞-categories. This chapter is dedicated to de�ning this ∞-category
and to show that it is bicomplete. Again we follow [14]. We shall realize the ∞-category of
∞-categories as the simplicial nerve of a simplicial category Cat∆∞.

De�nition 6.0.1. The simplicial category Cat∆∞ has as its objects the ∞-categories. Given two
∞-categories C and D , we de�ne MapCat∆∞

(C ,D) to be the largest Kan complex contained in

the ∞-category Fun(C ,D).

We de�ne Cat∞ as N∆(Cat∆∞), and refer to Cat∞ as the ∞-category of ∞-categories.

Proposition 6.0.2. Cat∞ is an ∞-category.

Proof. This is an immediate consequence of 5.3.7, because the mapping spaces in Cat∆∞ are Kan
complexes.

Note that by construction Cat∞ has 2-morphisms which are given as homotopies between
functors. This makes Cat∞ a model for the (∞,2)-category of (∞,1)-categories. The∞-category
inside of it should have a presentation given by a simplicial model category. We shall �nd an-
other �tting model in the section �Marked simplicial sets�. That we may use this other model,
will be one of the crucial points in the proof of bicompleteness.

The proof of bicompleteness of Cat∞ will rely on a rather large and involved chunk of the-
ory regarding Cat∞ and its simplicial category presentation. To this end we shall need a few
model structures. All of them are essentielly consequences of the same theorem, which we show
in the next section.

6.1 Main Model Theorem

This section is devoted to prove the following theorem, which will produce the four model
structure which we will need in this chapter. The theorem is theorem A.2.6.13 in [14]. We will
prove this theorem in detail, and refrain from giving the details of how to obtain the model
structures from it. In the interest of not over encumbering ourselves with de�nitions, we shall
refer the reader to appendix A.2 of [14] for unde�ned notions in this section.

Theorem 6.1.1. Let C be a presentable category. Suppose W is a class of morphisms, which
we call weak equivalences. Let C0 be a set of morphisms of C , which we will call generating
co�brations. Suppose further

1. The class W is perfect.

2. For any diagram

X Y

X ′ Y ′

X ′′ Y ′′,

f

g g′
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where both squares are pushout, f ∈ C0, and g ∈W , then g′ ∈W .

3. If a morphism g of C has the right lifting property with respect to every morphism in C0,
then g ∈W .

Then there exists a left proper combinatorial model structure on C which may be described as
follows:

1. If a morphism f belongs to the weakly saturated class of morphisms generated by C0, then
f ∈ Cof.

2. The weak equivalences are W .

3. If a morphism f has the right lifting property with respect to every map in Cof ∩W then
f ∈ Fib.

The following proof was worked out with a fellow student (Magnus Kristensen), and is heavily
inspired by the proof given in [14].

Proof. Consider the collection of all morphisms f in C such that for two pushout squares

X Y

X ′ Y ′

X ′′ Y ′′,

f

g g′

where g ∈W , then the map g′ ∈W , and denote this class by P . Note that C0 ⊂ P by assumption.
The goal is to show that the weak saturation of C0 has this property, and to show that, we show
that P is weakly saturated.

That P is closed under pushouts is straight forward; assume f ′ arises as the pushout of f ,
and consider the following diagram

X Y

X ′ Y ′

X ′′ Y ′′

X ′′′ Y ′′′

t

f

t′

g g′

Now each square is a pushout square by assumption, hence the two upper squares constitute a
single pushout square, with f on top, hence because f ∈ P , and g ∈W , so is g′.

Next we show closure under trans�nite composition. Let α be a ordinal, and let following
be a α-indexed diagram in C , where Xα = colimβ<αXβ ,

C X1 ... Xα

f̃

Where all morphisms are assumed to be in P , and f̃ is the trans�nite composition induced from
the directed system {Xβ}β<α. De�ne Y as the pushout of the following diagram
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C Xα

X

f̃

and note that Y is isomorphic to the colimit of the following diagram

colim(C X1 X2 ...) X

It is clear that X is terminal within this diagram, hence the colimit of this diagram is isomorphic
toX via the canonical map, so Y

∼→X. Thus we obtain the following diagram of pushout squares,

C Xα

X Y

Z W,

f̃

∼

g g′

and we want to assert g′ ∈ W . Now because X → Y is an isomorphism, the pushout of this
map, the map Z → W , is also an isomorphism. Hence both maps are in W , which by the
two-out-of-three property implies that g′ is in W .

To see that P is closed under retracts, let f ′ ∶X ′ → Y ′ be a retract of f ∶X → Y ∈ P so that

X ′ X X ′

Y ′ Y Y ′,

f ′ f ′

commutes and the row compositions are the respective identities, and let the following be a
pushout:

X ′ Y ′

Z W

We claim that the diagram

X Y

X ′ Y ′

Z W

f

is a pushout, where the map X → Y is f , and the maps X → Z and Y →W are obtained from
the retract assumption. To show this, we just check the relevant universal property. Given maps
Y → Q and Z → Q such that the precomposition with the respective maps from X are equal,
we can consider the diagram

X ′ X Y Y ′

Z Q
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Where the top row is a factorization of f ′. Since the outer square is a pushout, we get a unique
map Q →W compatible with the outer with the diagram, as we wanted. Since we have shown
that P is weakly saturated, the weak equivalences are stable under pushouts by co�brations.

We have yet to show that C is in fact a model category. This fact will be mediated by the
lemma A.2.6.8 [14], which says that it is enough to check that

1. The collection C is a weakly saturated class of morphisms, and there exists a subset C0 ⊆ C
which generates C.

2. The intersection C ∩W is a weakly saturated class of morphisms.

3. W is an accessible subcategory of the morphisms of C .

4. W has the 2-out-of-3-property.

5. If f has the right lifting property with respect to each element of C, then f ∈W .

(1) is satis�ed because C is generated by C0 as a weakly saturated class, per. construction. (3)
is true because W is a perfect class. (4) is per assumptions on W , and (5) is per. assumption
(3). It remains to check that (2) is satis�ed, i.e., that C ∩W is a weakly saturated class.

C ∩W is closed under retracts because both W and C are closed under retracts. W is closed
under retracts because W is a perfect class. C is closed under retracts because it is weakly
saturated per. construction.

Next C ∩W is closed under trans�nite composition because C is weakly saturated, and
W is closed under trans�nite composition. The last fact follows from W being closed under
composition and �ltered colimits in the following way: Consider an ordinal α, and let the
following diagram be a directed system in under category Cc/,

X1 X2 ... Xα

c

Where each map is in W . Now let X<α be the colimit of the directed system on {c → Xi}i<α.
We wish to show that the induced map c → X<α is in W . Now note that the diagram can be
rewritten

X1 X2 ... Xα

c c ... c

Where each map is in W . Now note that this can be considered as a α-indexed directed system
in C [1], where the colimit is the induced map c → X<α, hence the induced map is W , because
it was a obtained through a �ltered colimit in W . It only remains to show that C ∩W is closed
under pushouts. Consider a pushout diagram

X X ′′

Y Y ′′

f f ′′

in which f ∈ C ∩W , we show that f ′′ ∈ C ∩W . Because C is weakly saturated, it is enough to
show f ′′ ∈W . Apply the small object argurment to the map X →X ′′, to factor it as

X X ′ X ′′g h

Where g is a co�bration and h has the right lifting property with respect to C0. Now consider
the following diagram
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X X ′ X ′′

Y Y ′ Y ′′

g

f f ′

h

f ′′

h′

Where Y ′ is the pushout of f and g. Now note that Y ′′ recieves a map from Y which arise
from the original pushout diagram which when composed with f , is equal to f ′′ ○ h ○ g, hence
the h′ exists by the universal property of the pushout. Now the two squares constitute a single
pushout square, and so does the left square, hence the right square is also a pushout square.
Since W is stable under the formation of pushouts by co�brations, we have that f ′ ∈W , h ∈W
because of (3), and h′ ∈ W because it is a pushout of h by the co�bration f ′. Hence by the
two-out-of-three h ○ f ′′ ∈ W , and a second application of the two-out-of-three property shows
that f ′′ ∈W . Which ends the proof.

In the following sections we will introduce four di�erent model structure, all of which are
constructed via this theorem.

6.2 Model Structures

In this section we will introduce three di�erent model structures, on three di�erent categories
in the following chapters. We shall endow the ∞-category Fun(K,C ) with a model structure.
We will endow sSet with another model structure, for which the �brant objects are the ∞-
categories.Lastly we give a model structure on the category of simplicial categories. Because
they arise through 6.1.1 they will all be left proper combinatorial.

Projective Model Structure

At this point we have not given su�cient criteria to ensure that Fun(K,C ) is bicomplete.
Analogous to ordinary category theory, the following theorem holds, which is Corollary 5.1.2.3
[14].

Proposition 6.2.1. Let S ∈ sSet and let C be an ∞-category which admits all (co)limits. Let
D be an ∞-category, then the ∞-category Fun(D ,C ) has all (co)limits.

De�nition 6.2.2. Let D be a category and let C be a model category. We will say that a
natural transformation α ∶ F → G in Fun(D ,C ) is

� an projective �bration if the induced map F (C)→ G(C) is a �bration in C for each C ∈ D .

� A weak equivalence if the induced map F (C)→ G(C) is a weak equivalence in C for each
C ∈ D .

� an projective co�bration if it has the left lifting property with respect to every morphism
β in Fun(D ,C ) which is simultaneously a weak equivalence and a projective �bration.

The following theorem is ultimately a consequence of 6.1.1.

Theorem 6.2.3. Let C be a combinatorial model category let D be a small category. Then
there exists a combinatorial model structure on Fun(D ,C ), called the projective model structure
determined by the projective co�brations, weak equivalence, and projective �brations.

Joyal Model Structure

The Joyal model structure was �rst de�ned by Joyal, and proven to be left proper combinatorial,
using only combinatorial methods, but one can also show the following theorem using 6.1.1. It
is theorem 2.2.5.1 [14].
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Theorem 6.2.4. There exists a left proper combinatorial model structure on the category of
simplicial sets, called the Joyal model structure, with the following properties

� A map p ∶ S → S′ is a co�bration if and only if it is a monomorphism.

� A map p ∶ S → S′ is a categorical equivalence if and only if the induced simplicial functor
C[S]→ C[S′] is an equivalence of simplicial categories.

Moreover, the adjoint functors (C,N∆) determine a Quillen equivalence between sSet with the
Joyal model structure, and Cat∆.

One of the most important properties for the Joyal model structure is the following, which
is propositio 2.4.6.1 [14].

Proposition 6.2.5. Let C be a simplicial set. Then C is Joyal �brant if and only if C is an
∞-category.

The Bergner Model Structure

We shall also need a model structure on the category of simplicial categories. We begin by
describing a model structure on C -enriched categories.

De�nition 6.2.6. Let C be an monoidal model category. A functor F ∶ D → E in CatC is a
weak equivalence if the induced functor between homotopy categories Ho(D) → Ho(C ) is an
equivalence of Ho(C )-enriched categories. I.e.

1. For every pair X,Y ∈ D , the induced map

HomD(X,Y )→ HomE (F (X), F (Y ))

is a weak equivalence in C .

2. Every object Y ∈ E is equivalent to F (X) in the homotopy category Ho(E ) for some
X ∈ D .

We now introduce a bit of notation for C -enriched categories. Let A ∈ C , then we let [1]A
denote the C -enriched category having two objects X and Y , with mapping object

Hom[1]A(Z,W ) =

⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩

idS if Z =W =X,
idS if Z =W = Y,
A if Z =X, W = Y,
∅ if Z = Y, W =X.

Where ∅ is the initial object of C , and idC is the unit object with respect to the monoidal
structure on C . Let [0]C denote the C -enriched category having only a single object X and
mapping object idC . Let C0 denotes the collection of all morphisms of C of the following type

1. The inclusion ∅→ [0]C .

2. The induced maps [1]S → [1]S′ , where S → S′ range over a set of generators for the weakly
saturated class of co�brations in C .

We wish to apply the following theorem to assert the existence of a model structure on Cat∆
compatible with the sSet-enrichment, i.e. to assert that Cat∆ is a sSet-enriched model category.

Theorem 6.2.7. Let C be a combinatorial monoidal model category. Assume that every object
of C is co�brant and that the collection of weak equivalences in C is stable under �ltered colimits.
Then there exists a left proper combinatorial model structure on CatC (The category of categories
enriched over C ) characterized by the following conditions:
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� The class of co�brations in CatC is the smallest weakly saturated class of morphisms con-
taining the set og morphisms C0, where C0 is de�ned as above.

� The weak equivalences in CatC are de�ned as in 6.2.6.

Again the theorem is a consequence of 6.1.1.

De�nition 6.2.8. The above model structure when C = sSet, will be called the Bergner model
structure for simplicially enriched categories.

6.3 Marked Simplicial sets

We wish to �nd another simplicial category which presents Cat∞ under the coherent nerve, is
bicomplete, and which co�brant-�brant objects are the ∞-categories. This category will be the
category of marked simplicial sets.

De�nition 6.3.1. A marked simplicial set is a pair (X,E ) where X is a simplicial set, and
E is a set of edges of X which contains every degenerate edge. We will say an edge of X is
marked if it belongs to E . A morphism f ∶ (X,E )→ (X ′,E ′) of marked simplicial sets is a map
f ∶ X → X ′ having the property that f(E ) ⊆ E ′. The category of marked simplicial sets will be
denoted by sSet+.

Given S ∈ sSet, we shall denote S# by the marked simplicial set (S,S1), i.e where every edge
is marked, and we shall denote S♭ by the marked simplicial set (S, s0(S0)), i.e. where it is only
the degenerate edges which are marked.

We will show that sSet+ is sSet-enriched, with the Quillen-Kan model structure. We begin
by de�ning the mapping objects. The following is as consequence of sSet being cartesian-closed.

Lemma 6.3.2. The category sSet+ is cartesian-closed.

De�nition 6.3.3. Let X,Y ∈ sSet+. Consider the internal mapping object Y X , which exists
by the above lemma. We let Map♭(X,Y ) denote the underlying simplicial set of Y X , and
Map#(X,Y ) ⊆ Map♭(X,Y ) the simplicial subset consisting of all simplices σ ∈ Map♭(X,Y ) such
that every edge of σ is a marked edge of Y X .

At this point it is not clear wether we wish to take Map♭(X,Y ) or Map#(X,Y ) as the
mapping objects, this will become apparent soon. One may endow the category of marked
simplicial sets with a model structure. We begin by describing the weak equivalences, for this
we need the following auxillary type of morphism.

De�nition 6.3.4. A morphism p ∶ X → Y in sSet+ is a Cartesian �bration if it is an inner
�bration, and for every f ∶ x → y of Y , and every y ∈ X such that p(y) = y, there is a Cartesian
morphism f ∶ x→ y in X such that p(f) = f .

This lifting property seems rather ex nihilo, but Cartesian �brations play a vital role in
the (∞,1)-categorical analog of the Grothendieck construction which is an equivalence of ∞-
categories called straightening and unstraightning, see [14], just like Cartesian morphisms play
an integral role in the ordinary Grothendieck construction, see [17] or [18].

De�nition 6.3.5. Let p ∶ X → S be a Cartesian �bration of simplicial sets. We let X⊔ denote
the marked simplicial set (X,E ), where E is the set of Cartesian morphisms in X.

Note that we here choose to diverge from [14] in notation, as it to the untrained eye it can be
hard to distinquish the notation in [14] for the maximally marked simplicial set, which we denote
X# and the notation for marked simplicial set associated to the domain of a Cartesian �bration,
which we denote X⊔. We choose ⊔ to remind ourselves that the marked edges are the Cartesian
edges, which intuitively lets us �ll in the top part of square-diagrams. The following lemma is
rather important, and is in many ways the �rst essential property of Cartesian �brations.
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Lemma 6.3.6. Let C be a simplicial set. If C → ∆0 is a Cartesian �bration, then C is an
∞-category and C ≃ C ⊔.

Proof. C → ∆0 is an inner �bration, hence its �bers are ∞-categories, i.e. C is an ∞-category.
Per. de�nition the Cartesian edges, become the equivalences of C .

The following lemma alludes to the fact that sSet+ should be another presentation of Cat∆∞,
and if one compares the de�nition of Cat∆∞ it also tells us which mapping space to take.

Lemma 6.3.7. If X ∈ sSet+ and p ∶ Y → ∆0 is a Cartesian �bration, then Map♭(X,Y ⊔) is an
∞-category and Map#(X,Y ⊔) is the largest Kan complex contained in Map♭(X,Y ⊔).

De�nition 6.3.8. Let p ∶X → Y be a morphism in sSet+. p ∶X → Y is a Cartesian equivalence
if for every Cartesian �bration Z →∆0, the induced map

Map#(Y,Z⊔)→Map#(X,Z⊔),

is a homotopy equivalence of Kan complexes. Equivalently if the induced map

Map♭(Y,Z⊔)→Map♭(X,Z⊔)

is an equivalence of ∞-categories.

That these two are equivalent requires an argument, which is proposition 3.1.3.3 in [14]. The
following is again a consequence of 6.1.1, it is theorem 3.1.3.7 of [14].

Theorem 6.3.9. There exists a left proper combinatorial model structure on sSet+ which may
be described as follows.

� The co�brations are those morphisms p ∶ X → Y in sSet+ which are co�brations, when
regarded as morphisms of simplicial sets.

� The weak equivalences in sSet+ are the Cartesian equivalences.

� The �brations are those maps which have the right lifting property with respect to every
map which is a co�bration, and a Cartesian equivalence.

The following is corollary 3.1.4.4 [14] with S = ∆0, which is a consequence of theorem 6.3.9.

Corollary 6.3.10. Setting the mapping objects in sSet+ to be Map#(X,Y ), then sSet+ is sSet-
enriched with the Quillen-Kan model structure.

Instead if one picks the Map♭(X,Y ) as the mapping objects, one obtains an enrichment in
sSet with the Joyal model structure. The following proposition characterizes the �brant objects
of sSet+.

Proposition 6.3.11. An object X ∈ sSet+ is �brant if and only if X ≃ Y ⊔, where Y → ∆0 is a
Cartesian �bration.

Using 6.3.6 we see that the �brant objects of sSet+ are precisely the ∞-categories in which
the marked edges are the equivalences, and because all objects in sSet+ are co�brant we obtain
the following identi�cation.

Theorem 6.3.12. Consider sSet+ enriched in sSet with the Quillen-Kan model structure. Then
we obtain the following simplicial equivalence Cat∆∞ ≃ sSet+fc.
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6.4 Cat∞ is Bicomplete

In this section we show that Cat∞ is bicomplete. This is a very deep result which relies on all
of the above theory. Beyond the above we will still need a few auxillary results, which we state
now.

De�nition 6.4.1. Let p ∶ S → T be a map of simplicial sets. We shall say that p is co�nal if,
for any right �bration X → T , the induced map of simplicial sets

MapT (T,X)→MapT (S,X)

is a homotopy equivalence. Here MapT (T,X) is de�ned as the �ber of the map XS → TS which
is induced from the object of TS corresponding to p.

Remark 6.4.2. A property of co�nal morphisms is that composing with them is (co)continuous,
this is an easy corollary of 4.1.1.8 [14].

This fact, together with the following theorem, will allow us to restrict ourselves to diagrams
of shape N(J ) where N is usual nerve and J is a category, instead of diagrams with shape
of a general simplicial set. It is theorem 4.2.3.14 [14].

Proposition 6.4.3. For every simplicial set K, there exists a category J and a co�nal map
f ∶ N(J )→K.

This theorem will let us pass between the nerve of a mapping object, and a mapping object
evaluated at a nerve, which will prove extremely useful. In particular it will allow us to compare
diagrams in the ∞-categorical and simplicial setting.

Proposition 6.4.4. Let S be a simplicial set, D a excellent model category, and u ∶ C[S] → D
an equivalence. Suppose that C is a combinatorial simplicial model category. Then the induced
map

N∆(Fun(D ,Cfc))→ Fun(S,N∆(Cfc)),

is a categorical equivalence of simplicial sets.

Here we have equipped Fun(D ,Cfc) with the projective model structure. This is a spe-
cialization of proposition 4.2.4.4 [14], where we have used that a combinatorial simplicial model
category is a D-chunk of itself if the model structure on D is excellent, this is example A.3.4.4 of
[14]. All cases which are interesting to us, are covered by this version, because the Quillen-Kan
model structure on sSet is excellent.

The following theorem gives a criterion which lets us pass between homotopy colimits in Bergner
�brant simplicial categories, and colimits in N∆(C ). It is theorem 4.2.4.1 [14].

Proposition 6.4.5. Let C and J be Bergner �brant simplicial categories and F ∶ J → C
a simplicial functor. Suppose we are given an object C ∈ C and a compatible family of maps
{ηI ∶ F (I)→ C}I∈J . The following are equivalent.

� The maps ηI witnesses C as a homotopy colimit of the diagram F .

� Let f ∶ N∆(J ) → N∆(C ) be the simplicial nerve of F , and f ∶ N∆(J )⊳ → N∆(C ) the
extension of f determined by {ηI}. Then f is a colimit diagram in N∆(C ).

The following theorem will be the centerpiece in the proof of bicompleteness.

Corollary 6.4.6. Let C be a combinatorial simplicial model category. The underlying ∞-
category N∆(Cfc) admits all limits and colimits.
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Proof. The argument for limits is dual to that for colimits, so we give the argument for colimits.
Let p ∶ K → N∆(Cfc) be a diagram in N∆(Cfc). By proposition 6.4.3, there exists a category
J and a co�nal map q ∶ N∆(J ) → K. q is co�nal, which by remark 6.4.2 implies p has a
colimit in K if and only if p ○ q has a colimit in N(J ). Hence it su�ces to show that we have
colimits for diagrams of the form N(J )→ N∆(Cfc).
By 6.4.4 we may suppose p is the nerve of a projectively �brant diagram p′ ∶ J → Cfc, where
we have equipped Fun(J ,Cfc) with the projective model structure. Here we use that p′ in
particular is a diagram in C . Now let p′ ∶ J ⋆ {x} → Fun(J ,C ) be a colimit of p′, such that
p′ is a homotopy colimit of C . Now choose a trivial projective �bration p′′ → p′ in Fun(J ,C ),
where p′′ is projectively co�brant. Applying 6.4.5 we see that N∆(p′′) determines a colimit
diagram f ∶ N(J )⊳ → N∆(Cfc). We now observe that f = f ∣N(J ) is equivalent to p, so that p
also admits a colimit in N∆(Cfc).

Theorem 6.4.7. Cat∞ is bicomplete.

Proof. We have the following equivalences

Cat∞ = N∆(Cat∆∞) ≃ N∆(sSet+fc).

By corollary 6.4.4 N∆(sSet+fc) is bicomplete, hence Cat∞ is bicomplete.

6.5 Adjoint functors

In this section we shall describe the notion of adjoint functors of ∞-categories, and describe
the adjoint functor theorem. The adjoint functor theorem is going to be the theorem which we
invoke most often throughout the rest of this text.

De�nition 6.5.1. We will say that a map p ∶X → S of simplicial sets is a coCartesian �bration
if the opposite map pop ∶Xop → Sop is a Cartesian �bration.

Remark 6.5.2. coCartesian �brations are just as important to the theory as coCartesian �bra-
tion, and give rise to model structure, the coCartesian model structure.

De�nition 6.5.3. Let p ∶M → ∆1 be a Cartesian �bration and suppose we are given equiv-
alences of ∞-categories h0 ∶ C → p−1({0}) and h1 ∶ D → p−1({1}). We will say that a functor
g ∶ D → C is associated to p ∶M→∆1 if there is a commutative diagram

D ×∆1 M

∆1

s

such that s∣D×{1} = h1, s∣D×{0} = h0 ○ g, and s∣{x}×∆1 is a Cartesian morphism of M for every
object x ∈ D .

The following proposition is a consequence of 5.2.1.3 and 5.2.1.4 of [14].

Proposition 6.5.4. There is a bijective correspondence between equivalence classes of functors
D → C and equivalence classes of Cartesian �brations p ∶M → ∆1 equipped with equivalences
C → p−1({0}) and D → p−1({1}).

Hence a functor g ∶ D → C which is associated to p ∶M → ∆1 is uniquely determined up to
equivalence. We have a dual correspondence if p ∶M → ∆1 is a coCartesian �bration, which
shows that a functor f ∶ C → D which is associated to p ∶M→∆1 is uniquely determined up to
equivalence.
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De�nition 6.5.5. Let C and D be ∞-categories. An adjunction between C and D , is a map
p ∶ M → ∆1 which is both a Cartesian �bration and a coCartesian �bration, together with
equivalences C →M{0} ∶= p−1({0}) and D →M{1}. p ∶M → ∆1 be an adjunction between C
and D and let f ∶ C → D and g ∶ D → C be functors associated to p ∶M → ∆1. In this case, we
will say that f is left adjoint to g and g is right adjoint to f .

Another consequence of 5.2.1.3 and 5.2.1.4 of [14] is that f ∶ C → D has a right adjoint
g ∶ D → C , then g is uniquely determined up to homotopy. Analogously to the classical category
theory, we have an adjoint functor theorem, which is 5.5.2.9 [14], with the small caveat that
it only holds for functors between presentable ∞-categories, and accessible functors. We will
not give the de�nitions given in [14], because they use notions and notation which we have not
introduced.

De�nition 6.5.6. An ∞-category is presentable if it cocomplete, and its objects are presented
under colimits by a set of objects.

This de�nition is equivalent to the one given in [14] via the main theorem of [19].

De�nition 6.5.7. An∞-category C is accessible if it has all �ltered colimits, and there is some
subcategory C ′ ⊆ C spanned by compact objects, which generate C through �ltered colimits.
A functor out of an accessible ∞-category F ∶ C → D , which preserve �ltered colimits, is called
accessible.

This de�nition is equivalent to the one given in [14] via 5.4.2.2, and section 5.4.3 of [14].
Finally we can state the adjoint functor theorem.

Theorem 6.5.8. Let F ∶ C → D be a functor between presentable ∞-categories.

(1) The functor F has a right adjoint if and only if it preserves colimits

(2) The functor F has a left adjoint if and only if it is accessible and preserve limits.

Again we omit the proof. Another important theorem in the classical category theory is the
Yoneda lemma, which we describe in the following section.

6.6 The Yoneda lemma

In classical category theory the category of sets Set plays a vital role, which is largely due to
the Yoneda lemma, which allows for objects of a category C to be thought of generalized sets,
i.e. C ↦ HomC (●,C ) is fully faithful. Hence we may often pass questions about an abstract
category C to the more well-behaved category of sets. The∞-categorical analog to the category
of sets, is the ∞-category of spaces S.

De�nition 6.6.1. Let S be a simplicial set. We let P(S) denote the simplicial set Fun(Sop,S).
We will refer to P(S) as the ∞-category of presheaves on S.

Proposition 6.6.2. Let S be a simplicial set. Then P(S) is bicomplete.

Proof. Let φ ∶ C[S]op → C be an equivalence of simplicial categories, then we may identify

P(S) with the underlying ∞-category of the simplicial model category sSetC[S]op . This is a

consequence of theorem 5.1.1.1 [14]. Note that sSetC[S]op is bicomplete, hence we invoke 6.4.6
to see that P(S) is bicomplete.

This propositon lets us obtain a very simple proof for the bicompleteness of S.

Corollary 6.6.3. The ∞-category of spaces S is bicomplete.

Proof. This is obtained by setting S = ● in 6.6.2, to obtain (analogously to classic category
theory) P(●) ≃ S.
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De�nition 6.6.4. Let K be a simplicial set, and set C = C[K]. Per. construction C is a
simplicial category, so (X,Y ) ↦ Sing ∣HomC (X,Y )∣ determines a simplicial functor C op × C →
Kan. There exists a natural map C[Kop ×K] → C op × C , composing these two maps we obtain
a simplicial functor

C[Kop ×K]→ Kan

Using the adjunction (C,N∆), which holds per. construction, we get a map of simplicial sets
Kop ×K → N∆(Kan), which by the adjunction (Fun,×) in sSet, can be identi�ed with

j ∶K → Fun(Kop,S) ∶= P(K).

We shall refer to j as the Yoneda embedding.

Proposition 6.6.5. Let K be a simplicial set. Then the Yoneda embedding j ∶ K → P(K) is
fully faithful.

Proof. Let C ′ = Sing ∣C[Kop]∣. We endow sSetC
′
with the projective model structure, described

earlier in the chapter. Using 6.4.4 we may factor j, as

K N∆(sSetC
′

fc) Fun(Kop,S).j′ j′′

j′′ is the map from 6.4.4, hence it is a categorical equivalence, therefore it su�ces to prove that j′

is fully faithful. We show that the adjoint map under the (C,N∆)-adjunction, J ∶ C[K]→ sSetC
′

is a fully faithful functor betwen simplicial categories. We might factor J as

C[K] (C ′)op sSetC
′
,

f y

where f is an equivalence, and y is the usual simplicial Yoneda embedding, which is fully faithful
by the classical theory.

We collect the following regularity result for the Yoneda embedding. It is proposition 5.1.3.2
[14].

Proposition 6.6.6. Let C be a ∞-category and j ∶ C → P(C ) the Yoneda embedding. Then j
preserves all small limits which exists in C .
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7 Stable ∞-Categories and the ∞-Category of

Spectra

In this chapter we will de�ne the ∞-category of spectra, and give a series of general formal
properties, which this ∞-category will posses. We shall see that its homotopy category will
agree with the stable homotopy category of symmetric spectra de�ned in the previous part of
the text. We will aim to formulate a universal property of the stable ∞-category of spectra, and
compare it to the underlying ∞-category of SpΣ de�ned in the previous chapter. We shall in
this chapter follow selected parts of chapter 1 of [20].

7.1 Stable ∞-Categories
The ∞-category presented by a category of chain complexes with values in an abelian category
Ch(A ), which homotopy category is the derived category D(A ) of the underlying abelian
category is an example of great importance, and in many ways it motivates the de�nition of a
stable ∞-category, which is what this section explores. We will begin to quantify some of the
notions a stable ∞-category should posses. The idea is to endow a category with properties such
that, when we pass to its homotopy category we will obtain the properties that D(A ) posses,
namely the triangulated structure.

De�nition 7.1.1. Let C be an∞-category. A zero object of C is an object which is both initial
and terminal. We say C is pointed if it contains a zero object.

Note that if 0 is a zero object in C , then the natural map

MapC (X,0) ×MapC (0, Y )→MapC (X,Y )

has contractible domain, which implies that we obtain a well de�ned morphism X → Y in the
homotopy category Ho(C ).

De�nition 7.1.2. Let C be a pointed ∞-category. A triangle in C is a diagram ∆1 ×∆1 → C ,
which we illustrate as

X Y

0 Z

f

g

where 0 is a zero object of C . We will say that a triangle in C is a �ber sequence if it is a
pullback square, and a co�ber sequence if it is a pushout square.

A triangle can alternatively be described as two morphisms f ∶ X → Y and g ∶ Y → Z which
form a horn Λ2

1, a morphism h ∶ X → Z which together with f and g form a 2-simplex which
identi�es h with the composition g ○ f , and lastly a 2-simplex formed from h, and 0 → Z and
X → 0.

De�nition 7.1.3. Let C be a pointed ∞-category containing a morphism f ∶ X → Y . A �ber
of g is a �ber sequence

W X

0 Y.

f
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Dually, a co�ber of f is a co�ber sequence

X Y

0 Z.

f

We shall usually refer to W and Z as the �ber and co�ber of g, and denote them fib(g) and
cof(g).

Remark 7.1.4. A co�ber of a morphism f ∶X → Y is uniquely determined up to equivalence. In
the context of stable ∞-categories, it will be apparent that it is enough that only co�bers are
unique.

De�nition 7.1.5. An ∞-category C is stable if it satis�es the following conditions:

(1) C is pointed.

(2) Every morphism in C admits a �ber and a co�ber.

(3) A triangle in C is a �ber sequence if and only if it is a co�ber sequence.

Example 7.1.6. SpΣ and even the topological variant, where we have spectra of topological
spaces, can be organized into a stable ∞-category Sp. The homotopy category Ho(Sp) can
be identi�ed with the stable homotopy category Ho(SpΣ) which we de�ned in the �rst part of
this text. This justi�es the terminology stable. We shall utilize a more conceptual de�nition
of spectra, from which all the desired properties shall be formal consequences of the theory we
shall develop. We shall see that Sp in a certain sense is the universal stable ∞-category.

Recall thatHo(SpΣ) is triangulated (Theorem 3.4.6). If we take the above comment seriously,
we should suspect that the homotopy category of a stable ∞-category should be triangulated.
This is in fact true, and it is theorem 1.1.2.15 [20].

Theorem 7.1.7. Let C be a stable ∞-category, then Ho(C ) has the structure of a triangulated
category.

We will not prove this fact, but we shall de�ne the translation functors, which will determine
the class of distinguished triangles which will endow π(C ) with a triangulated structure. The
translation functors will be of vital importance to us. Their construction will utilize a central
result concerning left/right Kan extensions of ∞-categories. The result is proposition 4.3.2.15
[14], which we state in the form we shall need

Proposition 7.1.8. Let C and D be ∞-categories, and consider a full subcategory C0 of C . Let
K ⊂ Fun(C ,D) be the full subcategory spanned by the functors f which are left Kan extensions
along f ∣C0 . Furthermore let K ⊂ Fun(C0,D) be the full subcategory spanned by the functors for
which the left Kan extension exists. Then the forgetful functor K →K ′ is a trivial �bration.

Construction of Ω and Σ For a stable ∞-category D , we will construct the two transla-
tion functors Ω ∶ D → D and Σ ∶ D → D which for X ∈ D , will send X ↦ X[−1] and X ↦ X[1],
and hence form the distinquished triangles. The constructions are dual, hence we will only give
the one for Σ ∶ D → D .

Let C and C0 be the following categories

● ●

● ●

● ●

●
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respectively. Let K ⊂ Fun(C ,D) be the full subcategory spanned by the functors which are left
Kan extensions along the inclusion C0 → C , and let K ′ ⊆ Fun(C0,D) be the full subcategory
spanned by functors for which the left Kan extension exists. Proposition 7.1.8 implies that
K → K ′ is a trivial �bration, hence we obtain a section s ∶ K ′ → K. Now if we post-compose
with the functor ev ∶ K → D which evaluates at the terminal vertex, we obtain a functor
Fun(C0,D)→ D .

Consider the functor X ∶ ● → D , which picks out an element of D , say X for the sake of
reference. Furthermore consider the inclusion ● → C0, which includes into the initial vertex.
Taking the right Kan extension along this inclusion, we obtain a functor which assigns X to the
following diagram

X 0

0,

where 0 is a zero object of D . Let K ′′ ⊆ Fun(C0,D) be the full subcategory spanned by the
functors which are right Kan extensions along the inclusion ●→ C0. Because Fun(●,D) ≃ D , the
dual of proposition 7.1.8 implies that K ′′ → D is a trivial �bration. Again we obtain a section
D →K ′′. Hence we obtain an endofunctor on D

D ≃ Fun(●,D) K ′′ K Dev

which is given by sending X to the colimit of the diagram

X 0

0.

We de�ne this functor to be Σ ∶ D → D , and write X ↦ ΣX or X ↦X[1]. The functor obtained
from the dual process we will denote by Ω ∶ D → D , and write X ↦ ΩX or X ↦ X[−1]. Note
by the stability of D the full subcategory of Fun(C ,D) spanned by those diagrams which are
pushouts, is the same as the full subcategory of Fun(C ,D) spanned by those diagrams which are
pullbacks. From this it is elementary to show that Σ and Ω are mutually inverse equivalences
D → D .

Using exactly the same technique we may also show that in a pointed ∞-category C we can
associate to a morphism f ∶ X → Y its co�ber in a functorial way. We denote this assignment
by cof ∶ Fun(∆1,C )→ C . It is well-de�ned up to a contractible space of choices. This is a proof
of the fact stated in 7.1.4. A corollary of this construction is the following.

Corollary 7.1.9. The functor cof ∶ Fun(∆1,C ) → C preserve all colimits which exists in
Fun(∆1,C )

Proof. By the construction of cof, it can be identi�ed with a left adjoint to the left Kan extension
functor C ≃ Fun(●,C )→ Fun(∆1,C ). Theorem 6.5.8 give the desired result.

Another interesting consequence of the existence of the functors Ω,Σ ∶ C → C on a stable
∞-category C is that its homotopy categor Ho(C ), is naturally enriched over abelian groups,
which is an essentiel part of the proof of theorem 7.1.7. When C is stable Σ is an equivalence,
hence we may choose Z such that Z[2] ≅ X for any X. This enrichment is implied from the
abelian group structure on HomHo(C )(X[2], Y ) ≃ π2(MapC (X,Y )). In particular we have a
group structure on HomHo(C )(X[1], Y ) ≃ π1(MapC (X,Y )). Given a map f ∶ X → Y we write
−f ∶X → Y for the inverse of f with respect to this group structure.
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We end this section with a couple of results concerning stability, which we shall need in the
following section. This theorem is 1.1.3.4 [20].

Theorem 7.1.10. Let C be a pointed ∞-category. Then C is stable if and only if

(1) C admits �nite limits and colimits.

(2) A square

X Y

X ′ Y ′

in C is a pushout if and only if it is a pullback.

Proof. Assume the conditions hold. Condition (1) implies pullbacks and pushouts exists, which
implies �bers and co�bers exists. Condition (2) implies that a triangle in C is a �ber sequence
if and only if it is a co�ber sequence. This proves that C is stable.

Assume C is stable. We shall prove that C admits �nite limits and colimits, and omit the
proof of condition (2), due to its technical nature, and the fact that condition (1) is the most
important in the next section. We prove C admits �nite colimits, the dual argument will show
that C admits �nite limits. Analogously to classical category theory, the existence of coequal-
izers and pairwaise coproducts will su�ce to show that C admits �nite colimits. Note this uses
that C is pointed. We begin by constructing the pairwise coproducts.

Let X,Y ∈ C , and consider u ∶ ΩX → 0 and v ∶ 0 → Y . Note that X ≃ cof(u ∶ ΩX → 0) and
Y ≃ cof(v ∶ 0→ Y ). Proposition 5.1.2.2 [14]gives that u and v admit a coproduct in Fun(∆1,C ).
Corollary 7.1.9 gives that cof preserve colimits, from which we conclude that X and Y admit a
coproduct. Observe, that a coequalizer for a diagram

X Y
f

g

can be identi�ed with cof(f − g). Hence condition (1) holds.

We shall need the following result in the following section. The following is proposition
1.4.2.11 [20].

Proposition 7.1.11. Let C be a pointed ∞-category which admits �nite limits and colimits,
then if Ω ∶ C → C is an equivalence of ∞-categories, then C is stable.

Now that we have de�ned the notion of a stable ∞-category, and we have seen a few �rst
properties, we shall de�ne the ∞-category spectra in a slightly di�erent way.

7.2 The Stable ∞-Category of Spectra

As was discussed in chapter 1 section 1 in classic stable homotopy theory we may associate a
spectrum to a generalized cohomology theory and vice versa using Brown representability. The
key assumptions on the functor in Brown representability are that it should send pushouts to
pullbacks, and preserve basepoint. These assumptions are imposed to mimic the prototypical
cohomology theory namely, singular cohomology H●(X,Z), which is de�ned as the cohomology
of the simplicial abelian group ZSing(X)●, which has these property. We shall employ the same
intuition, and de�ne spectra as functors of ∞-categories having exactly these properties.

De�nition 7.2.1. Let F ∶ C → D be a functor between ∞-categories.
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(1) If C admits pushouts, then we will say that F is excisive if F sends pushout squares in C
to pullback squares to D .

(2) If C admits a zero object ●, we will say that F is reduced if F (●) is a �nal object of D .

If C admits pushouts and a zero object, then we let Exc●(C ,D) denote the full subcategory of
Fun(C ,D) spanned by the excisive and reduced functors.

Note that in the following that if one considers a stable ∞-category, all of the de�nitions will
be valid, in light of 7.1.10.

Remark 7.2.2. Let D be a presentable ∞-category. Then it turns out that Exc∗(C ,D) is also
a presentable ∞-category. This is a very deep result, which relies 5.5.4.18 and 5.5.4.19 [14].
Ultimately it also relies on the fact that Fun(C ,D) is bicomplete.

In Brown representability the functors are evaluated in pointed categories of homotopical
interest, such as sSet∗ or Top∗, it is much the same in the ∞-categorical setting. Our excisive
and reduced functors shall be evaluated in the ∞-category of �nite pointed spaces.

De�nition 7.2.3. Let S● denote the full subcategory of Fun(∆1,S) spanned by those morphisms
f ∶ X → Y in S, where X is a �nal object of S. Let S�n∗ denote the smallest full subcategory of
S∗ which contains the �nal object ● and is stable under �nite colimits.

Via the constructions in the previous section, we may construct a suspension functor Σ ∶
S�n∗ → S�n∗ . For each n ≤ 0, we let Sn ∈ S�n∗ denote the n'th suspension of ●.

De�nition 7.2.4. Let C be an ∞-category which admits �nite limits. A spectrum object of
C is a reduced, and excisive functor X ∶ S�n∗ → C . Let Sp(C ) = Exc∗(S�n∗ ,C ) denote the full
subcategory of Fun(S�n∗ ,C ) spanned by the spectrum objects of C .

Example 7.2.5. Let C be an ∞-category which admits �nite limits. Consider a spectrum
object X ∈ Sp(C ), i.e. a reduced excisive functor X ∶ S�n∗ → C . For each n ∈ N, write Sn ∈ S�n∗
for the n-sphere (Σn(●)), and write Xn ∶= X(Sn). Via the (Σ,Ω)-adjunction in S�n∗ , we have
homotopy pushout squares

Sn ●

● Sn+1

and since X is excisive it sends them homotopy pullbacks, with ● being preserved, which gives
equivalences Xn → ΩXn+1. Hence the data of an reduced excisive functor gives rise to an
Ω-spectrum.

In the �rst part of the text we showed that there are two compatible ways to think of spectra.
The �rst was a generalized cohomology theories and Brown representability, which motivated
our de�nition. The other point of view is for Ω-spectra, which always can arranged up to weak
equivalence, is that the simplicial set X0 contains the homotopical information of spectrum X
in dimensions k ≤ 0, and X1 contains the homotopical information of X in dimension k ≤ 1 and
so on. Hence Ω∞X will contain all the stable information of X. This viewpoint is also a valid
one in the ∞-categorical setting, we quickly mention this point of view, before continuing the
discussion of the universal property of Sp(C ).

De�nition 7.2.6. Regard ● = S0 as an object of S�n∗ . If C is an ∞-category which admits �nite
limits, we let Ω∞ ∶ Sp(C )→ C denote the functor given by evaluation at S0.

The following is proposition 1.4.2.24 [20].
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Proposition 7.2.7. Let C be a pointed ∞-category which admits �nite limits. Then the functor
Ω∞ ∶ Sp(C ) → C can be lifted to an equivalence of Sp(C ) with the homotopy limit of the tower
of ∞-categories

... C C C .Ω Ω Ω

Corollary 7.2.8. Let C be a pointed ∞-category which admits �nite limits. We can identify
the ∞-category Sp(C ) with the homotopy limit of the tower of ∞-categories

... C∗ C∗ C∗.
Ω Ω Ω

Where C∗ is the category of pointed objects of C .

Proof. This follows from 7.2.7 and the fact that the forgetful functor C∗ → C induces an equiv-
alence of ∞-categories Sp(C∗) → Sp(C ). The latter statement follows from the isomorphism
of simplicial sets Sp(C∗) ≅ Sp(C )∗, and the fact the forgetful functor Sp(C )∗ → Sp(C ) is an
equivalence of ∞-categories (This is a consequence of the stability of Sp(C ) which we prove
later in this section).

We shall need the following identi�cation.

Corollary 7.2.9. Let C be an ∞-category which admits �nite limits, and K a simplicial set.
Then we have a canonical isomorphism Sp(Fun(K,C )) ≃ Fun(K,Sp(C )).

This follows from the fact that (homotopy) limits in a functor category is computed pointwise.
We omit the veri�cation.

The special case of the ∞-category of spectra, is spectra of spaces, i.e when C = S. We shall
denote Sp ∶= Exc∗(S�n∗ ,S). This special case recovers the classic stable homotopy theory. One
of the main goals for this text is to make this precise. We shall do this by showing that Sp is
equivalent to the underlying ∞-category of symmetric spectra, namely that we an equivalence
Sp ≃ SpΣ

∞, we show this as the last theorem. The rest of this chapter is devoted to formulating
this universal property. We begin by showing that Sp(C ) is stable if C admits �nite limits. For
this we will need the following result, which is a consequence of 6.6.6.

Proposition 7.2.10. Let C be a stable ∞-category and j ∶ C → P(C ) the Yoneda embedding.
Then j commutes with �nite limits.

Theorem 7.2.11. Let C be an ∞-category which admits �nite limits. Then the ∞-category
Sp(C ) is stable.

Proof. We shall show the more general statement that Exc∗(D ,C ), where C admit �nite limits,
and D admits �nite colimits, is stable. We will show this �rst in the case where C is a presentable
∞-category. Let S ∶ Fun(D ,C ) → Fun(C ,D) be given by F ↦ F ○Σ, where Σ is the suspension
on D . Note here that we have not assumed D to be a stable ∞-category, which was the setting
in which we constructed Σ, but it is in fact possible to carry out the exact same construction
of Σ while only requiring D to be pointed and admitting co�bers. S carries Exc∗(D ,C ) to
itself, hence S is a homotopy inverse to the functor Ω on Exc∗(D ,C ). It can be shown (Lemma
1.4.2.10 [20]) that Exc∗(D ,C ) is pointed. Exc∗(D ,C ) admits �nite limits and colimits by 7.2.2,
which is where we use that C was assumed to be a presentable ∞-category. We've found a ho-
motopy inverse to Ω on the stable∞-category Exc∗(D ,C ), hence by 7.1.11 Exc∗(D ,C ) is stable.

To handle the general case where C admits �nite colimits, consider the∞-category of presheaves
on C , P(C ), and let j ∶ C → P(C ) be the Yoneda embedding. Now via 7.2.10 and 6.6.5 j in-
duces a fully faithful embedding Exc∗(D ,C ) → Exc∗(D ,P(C )). Then Exc∗(D ,C ) is equivalent
to a full subcategory of the ∞-category Exc∗(D ,P(C )), which closed under �nite limits and
suspensions. Now P(C ) is presentable (see section 5.5 [14]), hence via 7.2.2, Exc∗(D ,P(C ))
is presentable. Full subcategories of stable ∞-categories, which are closed under �nite limits
and suspensions, are stable, this is proposition 1.1.3.3 [20]. Hence Exc∗(D ,C ) is stable. Set

D = Sfin∗ , to obtain the desired result.
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7.3 The Universal Property For Sp(C )
The following section follows section 1.4.2 and parts of 1.4.4 of [20]. The essential ingredient of
the proof of the universal property for Sp(C ) will be the existence of a left adjoint to Ω∞, which
we, analogously to the classic stable homotopy theory, will denote Σ∞. Σ∞ will turn out to
induce a certain equivalence, which will be a consequence of Ω∞ inducing an equivalence under
certain conditions. We begin by quantifying the conditions which will ensure that Ω∞ itself is
an equivalence, to this end we shall need the following universal property of S�n.

Lemma 7.3.1. For every ∞-category D which admits �nite colimits, evaluation at ● induces an
equivalence of ∞-categories Fun′(S�n,D)→ D . Where Fun′(S�n,D) denotes the full subcategory
of Fun(S�n,D) spanned by functors which which commute with colimits.

I.e. S�n is freely generated by the space ● ∈ S�n under �nite colimits. This lemma will be an
integral ingredient in the proof of to the following proposition.

Proposition 7.3.2. Let C be an∞-category which admits �nite limits. The following conditions
are equivalent:

(1) The ∞-category C is stable.

(2) The functor Ω∞ ∶ Sp(C )→ C is an equivalence of ∞-categories.

Proof. The implication (2) implies (1) follows from 7.2.11. Assume (1) holds. Consider the
forgetful functor F ∶ S�n∗ → S�n. F admits a left adjoint f ∶ S�n → S�n∗ , which is de�ned by
X ↦ X ∪ {●}, i.e. adding a disjoint basepoint. Let Exc′(S�n,C ) be the full subcategory of
Exc(S�n,C ) spanned by those functor which carry ● ∈ S�n to the zero object of C . From lemma
1.4.2.21 of [20], we get that evaluation at the object ● ∈ S�n, induces an equivalence of the ∞-
categories Sp(C ) ∶= Exc∗(S�n∗ ,C ) → Exc′(S�n,C ). One may identify the objects of Exc′(S�n,C )
with the functors X ∶ S�n → C which commute with �nite colimits. Hence by the above universal
property of S�n, we obtain an equivalence of∞-categories Exc′(S�n,C ) ≃ C . Hence evaluation at
the object ● ∶= S0 in Sp(C ) to C is an equivalence of ∞-categories, hence Ω∞ is an equivalence
of ∞-categories.

Now that we have quanti�ed the properties to impose on C which ensure that Ω∞ ∶ Sp(C )→
C is an equivalence of ∞-categories, we move on to proving that it induces an equivalence on
excisive reduced functors.

Proposition 7.3.3. Let C be a pointed ∞-category which admits �nite colimits and D an ∞-
category which admits �nite limits. Then composition with the functor Ω∞ ∶ Sp(D)→ D induces
an equivalence of ∞-categories

Θ ∶ Exc∗(C ,Sp(D))→ Exc∗(C ,D).

Proof. Using 7.2.9 we obtain the following canonical isomorphism Exc∗(C ,Sp(D)) ≅ Sp(Exc∗(C ,D)).
Θ corresponds to Ω∞ ∶ Sp(Exc∗(C ,D)) → Exc∗(C ,D). In the proof of 7.2.11 we in fact showed
that Exc∗(C ,D) was stable, under the assumptions of this proposition, hence 7.3.2 implies that
Θ is an equivalence of ∞-categories.

We shall need the following proposition which is 1.4.4.4 in [20]. We omit the proof.

Proposition 7.3.4. Let C and D be presentable ∞-categories, and suppose D is stable. Then

(1) Sp(C ) is presentable.

(2) The functor Ω∞ ∶ Sp(C )→ C admits a left adjoint Σ∞ ∶ C → Sp(C ).

(3) A functor G ∶ D → Sp(C ) which commutes with �nite limits and colimits admits a left
adjoint if and only if Ω∞ ○G ∶ D → C admits a left adjoint.
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De�nition 7.3.5. Let C and D be presentable ∞-categories. Let FunL(C ,D) denote the
full subcategory of Fun(C ,D) spanned by those functors which admit right adjoints, and let
FunR(C ,D) denote the full subcategory spanned by those functors which admit left adjoints.

The following corollary is the last statement we need, before we are able to give the universal
property of the ∞-category of spectra Sp.

Corollary 7.3.6. Let C and D be presentable ∞-categories, and suppose that D is stable. Then
composition with Σ ∶ C → Sp(C ) induces an equivalence of ∞-categories,

FunL(Sp(C ),D)→ FunL(C ,D).

Proof. (3) from 7.3.4 gives that there is a one-to-one correspondence between functors in FunR(D ,Sp(C ))
and functors in FunR(D ,C ). Using 7.2.9 and the strategy of the proof of 7.3.3, we may promote
this correspondence to an equivalence

FunR(D ,Sp(C ))→ FunR(D ,C ).

This is equivalent to the statement in corollary, via (2) from 7.3.4.

De�nition 7.3.7. Let S ∈ Sp denote the image under Σ∞ ∶ S→ Sp of the terminal object ● ∈ S.
We refer to S∞ as the sphere spectrum.

We are now �nally able to prove the universal property of Sp.

Theorem 7.3.8. Let D be a presentable stable ∞-category. Then evaluation on the sphere
spectrum induces an equivalence of ∞-categories

Θ ∶ FunL(Sp,D)→ D

Proof. We have the following commutative diagram

FunL(S,D)

FunL(Sp,D) D

Θ′′Θ′

Θ

where Θ′ is given by composition with Σ, which is an equivalence of ∞-categories by 7.3.6, and
Θ′′ is given by evaluation at the terminal object of S. Θ′′ is an equivalence via, theorem 5.1.5.6
[14], where we set S = ●. Here we've also used theorem 6.5.8.

Theorem 7.3.9. SpΣ
∞ ≃ Sp

Proof. We equipped SpΣ with a combinatorial simplicial model structure, namely the stable
model structure, this implies that SpΣ

∞ is a presentable ∞-category, which follows from theorem
A.3.7.6 [14]. SpΣ

∞ is stable because it arises as the coherent nerve of a stable model category.
Sp is presentable from 7.3.4, and stable from 7.2.11. Let SΣ ∈ SpΣ

∞ be the image of the bi�brant
replacement of the symmetric sphere spectrum S ∈ SpΣ under N∆. The universal property of Sp
gives a unique colimit preserving functor F ∶ Sp → SpΣ

∞ such that F (S∞) = S∞. F ∶ Sp → SpΣ
∞

admits a right adjoint, because colimit preserving is equivalent to admitting a right adjoint via
6.5.8. Denote the right adjoint G ∶ SpΣ

∞ → Sp. We argue that it su�ces to show the three
following three conditions.

1. G preserve geometric realizations of simplicial objects.

2. G is conservative.

3. The map S∞ → G(SΣ) is an equivalence.
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Assume these conditions hold. Because we are considering presentable stable ∞-categories it is
enough to show an equivalence on their homotopy categories. Let X ∈ Sp, then we show that
X → G(F (X)) is an equivalence, for all X ∈ Sp. Consider the class C, of X ∈ Sp for which this is
true. From condition (1) above C is closed under coproducts. Because Sp is stable ∞-categories,
Ho(Sp) is triangulated, hence we may consider a distinguished triangle X → Y → Z, where Z is
the mapping cone of X → Y , for X,Y ∈ C. Consider the following diagram

X Y Z ΣX ΣY

G(F (X)) G(F (Y )) G(F (Z)) ΣX ΣY

≃ ≃ ≃ ≃

Which shows that Z → G(F (Z)) is an equivalence, and hence C is closed under mapping cones.
Analogously one might show that C is closed under suspensions. Per. condition (3) we see that
S∞ ∈ C, because G(SΣ) = G(F (S∞)), per. construction of F . Any class in Ho(Sp) which is
closed under coproducts, mapping cones, suspensions and which contains the sphere spectrum
is all of Ho(Sp), hence we've obtain an equivalence SpΣ

∞ ≃ Sp. Now we simply need to show the
conditions.

We �rst give a explicit de�nition of G. Up to homotopy G is on objects X ∈ SpΣ
∞ given as

MapSpΣ
∞
(SΣ,X ⊗ −) ∶ S�n∗ → S

Which follows from the fact that SpΣ
∞ is tensored over S. We will take this for granted. For a

A ∈ S�n∗ we de�ne X ⊗A, as hocolim[n]∈∆op An ⊗X. For convenience we will still refer to this

functor as G. We shall need that SΣ is an compact generator of SpΣ
∞.

We know that S ∈ SpΣ is a compact generator, i.e. MapSpΣ(S,−) preserve �ltered colimits,

and we may generate every object of SpΣ from S through colimits. Hence if N∆ preserve colimits
we may also generate every object of SpΣ

∞ from SΣ, and MapSpΣ
∞
(SΣ,−) preserve �ltered colimits,

hence SΣ is a compact generator. That N∆ preserve colimits, follows from lemma 1.3.4.26 [20]
together with the fact that N∆(SpΣ

fc) and N∆(SpΣ
c )[W−1] exhibit the same ∞-category (lemma

1.3.4.20 [20]), where SpΣ
c is the full subcategory of SpΣ spanned by the stably co�brant objects,

and W is the class of stable equivalences.

We are now ready to begin showing the conditions. We begin with (1). We will show that G
preserve colimits, which implies that it preserve geometric realization. G admits a left adjoint,
hence by theorem 6.5.8 it is accessible, i.e. G preserves �ltered colimits, and G preserve limits.
In particular G preserve �ber sequences, in this case we say that G is exact. Preservation of �l-
tered colimits, exactness of G, and the fact that SΣ is compact implies that G preserve colimits.
Which shows (1).

Let α ∶ D → D′ be a morphism in SpΣ
∞ such that G(α) is an equivalence in Sp. Let D′′ be

the co�ber of α, because Sp is stable (theorem 7.2.11) G(α) being an equivalence is equivalent
to G(D′′) ≃ 0. Because G is exact, we are now reduced to showing that D′′ ≃ 0. G(D′′) ≃ 0,
means that we have the following equivalences for every A ∈ S�n∗ ,

0 ≃ G(D′′)(A) ≃ MapSpΣ
∞
(SΣ,D′′ ⊗A)

≃ MapSpΣ(S, (D′′ ⊗A)f)

Here (D′′⊗A)f means the �brant replacement of D′′ ⊗A. The second equivalence follows from
the fact that mapping objects in a presentable ∞-category, may be computed in its associated
combinatorial model category, if the domain is co�brantly replaced, and the codomain is �brantly
replaced. Note that S is stably co�brant, hence we obtain the above equivalence. Consider
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A = Sn for every n ∈ Z. Up to stable equivalence we may consider (D′′ ⊗ Sn) instead of
(D′′ ⊗A)f , we have the following equivalences of homotopy groups

πm(MapSpΣ(S, (D′′ ⊗ Sn)) ≃ πm(D′′ ⊗ Sn) ≃ πm−n(D′′)

Hence πk(D′′) vanishes for every k. Because S is a compact generator in SpΣ, this shows that
D′′ ≃ 0, and hence α is an equivalence, which shows (2).

The last thing we need to show is that S∞ → G(SΣ) is an equivalence. From the universal
property we have that S∞ ∶ S�n∗ → S∗, is given as A↦ Ω∞Σ∞A. If we can show that S∞(A) may
be calculated as hocolimnΩnΣnA, we are done, because

G(SΣ)(A) = MapSpΣ
∞
(SΣ,A⊗ SΣ)

≃ MapSpΣ(S, (A⊗ S)f)
≃ (A⊗ S)f

≃ hocolimnΩnΣnA.

Here the last equivalence is via the �brant replacement for semistable symmetric spectra, which
we describe now. Consider a symmetric spectrum X, and let l ∶ X → shX. The �brant
replacement is given as the homotopy colimit of the system

X Ω shX Ω2 sh2X ...Ω○l Ω○l

Which is Ω∞ sh∞X. Now this homotopy colimit is in general neither an Ω-spectrum nor
is X → Ω∞ sh∞X an equivalence. But if X = Σ∞A, it is both. Under this assumption
shnX ≃ Σ∞A ⊗ Sn, hence we obtain the desired formula for the �brant replacement via the
above system.

We now sketch the argument that S∞(A) may be calculated as hocolimnΩnΣnA. Recall
that Sp could be identi�ed as the homotopy limit of iterated loop functors Ω ∶ S∗ → S∗, 7.2.7.
If one instead took the so called lax limit instead of the homotopy limit, one would obtain the
∞-category of prespectra, denoted PSp. One may view Sp as a localization of PSp. Analogously
to 7.2.5 the data of a functor in PSp gives rise to spectrum, where the structure maps are not
equivalence, i.e. the data of a functor S�n∗ → S∗ which reduced, but not necessarily excisive.
Furthermore we may realize Ω∞ as the composite

Sp PSp S∗
S0

where S0 is evaluation at S0, and the �rst is a forgetful functor. Analogously we may also realize
Σ∞ as the composite

S∗ PSp SpI γ

where I is iterated suspensions, i.e. A ↦ {ΣkA}k∈N, and the second is the localization. Hence
we are reduced to showing that the localization of a prespectrum X = {Xn}n∈N with structure
maps {Xn → ΩXn+1}n∈N, is given as hocolimk ΩkX. This follows from the fact that there exists
an endofunctor T on PSp given as X ↦ {ΩXn+1}n∈N, with a natural transformation id → T .
Note from 7.2.5 T is an equivalence if X is a spectrum, this together with the naturality,
shows the map X → T (X) is a local equivalence for the localization γ ∶ PSp → Sp. Hence
X → hocolimk T

k(X) = hocolimk ΩkX is a local equivalence, and it can be shown that the
homotopy colimit is a spectrum, which shows it is the localization of X. From this we see that
S∞(A) = Ω∞Σ∞(A) = hocolimk ΩkΣkA, which concludes the proof.
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