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Abstract

The goal of this thesis is to demonstrate that the geometric realization of the
central linking system associated to a saturated fusion system can be seen as the
classifying space of the fusion system. This is done by showing several theorems
that generalize the case of the classifying space of a finite group. Most notably is
a generalized Martino–Priddy conjecture. Furthermore we show the existence of a
central linking for saturated fusion systems over finite p-groups with small p-rank.

Resume

Målet med dette speciale er at vise at den geometriske realisation af det centrale
linking system for et mættet fusionsystem kan betragtes som det klassificerende rum
for fusion sytemet. Dette bliver gjort ved at vise flere sætninger, som generaliserer
tilfældet af det klassificerende rum af en endelig gruppe. Her bemærkes især en
generaliseret udgave of Martino–Priddy formodningen. Desuden vises eksistensen
af et centralt linking system for mættede fusionssystemer over endelige p-grupper
med lav p-rang.
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1. Introduction

For a finite group G, a prime p and Sylow-p-subgroup S the study of the G-
conjugation action on the subgroups of S has been of interest to group theorists for
over a century. We call this fusion, which is a term attributed to Brauer.

Two groups G and G′ have homotopy equivalent classifying spaces BG and
BG′ if and only if they are isomorphic. The question is then whether there is a
topological space which is the analog to the classifying space in connection with
fusion of a group. The Martino–Priddy conjecture indicated that the Bousfield–
Kan p-completion of BG has the wanted properties, as it states that two groups
have the same fusion structure if and only if their p-completed classifying spaces
are homotopic. It was later proved in [9]. The proof was based on the study of
a category LcS(G) called the central linking system, which was shown to describe
many of the properties of BG∧p .

Lluis Puig showed how to generalize the idea of the fusion of a Sylow-p-subgroup
in G by not only considering conjugation maps between subgroups but also allowing
injective group homomorphisms. He called this a Frobenius category, but we will use
the more common notion of a fusion system. The generalization of the classifying
space for an abstract fusion system will be in the form a category L called the
central linking system, which is a generalization of LcS(G). The main theorem of
this thesis is a generalized version of the Martino–Priddy conjecture. It states that
the isomorphism class of (S,F ,L) depends only of the homotopy type of the p-
completion of |L|, hence |L| can be considered to be the classifying space of the
fusion system. The central part of the proof is similar to [9], a description of
[BQ, |L|∧p ] for a finite p-group Q, which corresponds to the result Rep(Q,S) =
[BQ,BS] for finite groups.

We also study the cohomology ring of a fusion system, which is defined abstractly
in terms of the cohomology ring of the objects. Our other main theorem is that
when the saturated fusion system has a central linking system, the cohomology
rings of the fusion system and of the p-completed classifying space are isomorphic
and Noetherian.

Note that it is not clear from the definition that a central linking system for
a fusion system exists. This was proved by Chermak in [12] for saturated fusion
systems over a finite p-group using the classification of finite simple groups. We will
take a different approach by forming an obstruction theory for the existence of a
central linking system in terms of higher limits of a functor over an orbit category.
We then use methods developed in [18] for computing these limits to prove the
existence and uniqueness of the central linking system of saturated fusion systems
over finite p-groups with p-rank strictly less that p3 respectively p2.

The thesis will depend heavily on Bousfield–Kan’s p-completion [7] in connection
with Lannes’ T -functor [26]. The knowledge of basic module theory, homological
algebra and algebraic topology will be assumed. We use the convention that p is
always a prime number, unless stated otherwise.

Note that thesis is mainly based on [10] but also parts of [18].
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2. Fusion system and associated linking systems

In this chapter contains the basic definitions of fusions system and their associ-
ated central linking systems.

Note that for any group G and subgroups H,H ′ ⊆ G, we let HomG(H,H ′) be
the elements of Hom(H,H ′) of the form cg(x) = gxg−1 for some g ∈ G.

Definition 2.1. A fusion system F over a finite p-group S is a category with
objects the subgroups of S, such that the morphism-set satisfies

• For every P,Q ⊆ S we have that HomS(P,Q) ⊆ HomF (P,Q) ⊆ Inj(P,Q).
• If ϕ ∈ HomF (P,Q), then the restriction of ϕ to the image is an element of

HomF (P,ϕ(P )).

The standard example of a fusion system is FS(G), where S ∈ Sylp(G) for a
finite group G and the objects are the subgroups of S and morphisms are given by
conjugation with elements from G.

Definition 2.2. For a fusion system F over a p-group S, we say that two subgroups
P,Q ⊆ S are F-conjugate, if there exists an isomorphism in HomF (P,Q).

We call Q ⊆ S fully normalized in F if |NS(Q)| ≥ |NS(P )| for any P ⊆ S
which is F-conjugate to Q. Similarly we call Q ⊆ S fully centralized in F if
|CS(Q)| ≥ |CS(P )| for any P ⊆ S which is F-conjugate to Q.

Definition 2.3. A fusion system F over a p-group S is saturated, if

• Any fully normalized Q ⊆ S is also fully centralized and

AutS(Q) ∈ Sylp(AutF (Q)).

• If P ⊆ S and ϕ ∈ HomF (P,Q) such that ϕ(P ) is fully centralized, then
there exists ϕ̃ ∈ HomF (Nϕ, S), where

Nϕ = {x ∈ NS(P ) | ϕ ◦ cxϕ−1 ∈ AutS(ϕ(P ))},

such that ϕ̃|P = ϕ.

Definition 2.4. For a F fusion system over a p-group S, we say that P ⊆ S is
F-centric if CS(P ′) = Z(P ′) for any P ′, which is F-conjugate to P . We let Fc be
the full subcategory of F on the F-centric elements.

Definition 2.5. Let F be a fusion system over a p-group S. A central linking
system associated to F is a category L, where the objects are the F-centric sub-
groups of F together with a functor π : L → F and for any F-centric subgroup P a
monomorphism δP : P → AutL(P ) satisfying the following axioms:

(A) The functor π is the identity on objects and for any pair of F-centric sub-
groups P and Q the map π : MorL(P,Q) → HomF (P,Q) is the orbit map
for the free Z(P )-action on MorL(P,Q) defined for ϕ ∈ MorL(P,Q) and
g ∈ Z(P ) by setting g · ϕ = ϕ ◦ δP (g).

(B) For any g ∈ P where P is an F-centric subgroup, we have that π(δP (g)) =
cg.
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(C) For any ϕ ∈ MorL(P,Q) and g ∈ P the following diagram commutes:

P
ϕ - Q

P

δP (g)

? ϕ - Q

δQ(π(ϕ))

?

If L is a central linking system associated to F , we call (S,F ,L) a p-local finite
group. Furthermore we call |L| the classifying space of the fusion system F .

Definition 2.6. An isomorphism of p-local finite groups (S,F ,L) and (S′,F ′,L′)
is a triple (ξS , ξF , ξL), where ξS : S → S′ is a group isomorphism and ξF : F → F ′
and ξL : L → L′ are isomorphisms of categories, such that for any subgroup P ⊆ S
we have that ξS(P ) = ξF (P ) = ξL(P ) when defined. Furthermore π′ ◦ ξL = ξF ◦ π
and δξS(P ) ◦ ξS |P = ξL ◦ δP for any F-centric subgroup P of S.
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3. The classifying space is p-good.

For any finite p-group S, we have that BS is p-good by [3, III 1.4 Proposition
1.10]. In this chapter we show the corresonding result for p-local finite groups.

Lemma 3.1. Let (S,F ,L) be a p-local finite group, and assume P,Q and R are
F-centric subgroups of S. Then the following holds:

(a) For any ϕ ∈ HomF (P,Q) and ψ ∈ HomF (Q,R) let ψ̃ ∈ π−1
Q,R(ψ) and

ψ̃ϕ ∈ π−1
P,R(ψϕ). Then there exists a unique ϕ̃ ∈ MorL(P,Q), such that

ψ̃ ◦ ϕ̃ = ψ̃ϕ and furthermore we have πP,Q(ϕ̃) = ϕ.
(b) If ϕ̃, ϕ̃′ ∈ MorL(P,Q) satisfies that cx◦πP,Q(ϕ̃) = πP,Q(ϕ̃′) for some x ∈ Q,

then there is a unique element g ∈ Q, such that δQ(g) ◦ ϕ̃ = ϕ̃′.

Proof. For part (a) let α ∈ π−1
P,Q(ϕ). Then πP,R(ψ̃ϕ) = πP,R(ψ̃ ◦ α), so axiom

(A) implies that there exists g ∈ Z(P ), such that ψ̃ϕ = ψ̃ ◦ α ◦ δP (g). By (B) we
have that πP (δP (g)) = cg = idP , hence ϕ̃ = α ◦ δP (g) satisfies the requirements.
Assume that ϕ̃′ ∈ MorL(P,Q) is another morphism such that ψ̃ ◦ ϕ̃′ = ψ̃ϕ. As ψ
is injective, this implies that πP,Q(ϕ̃′) = ϕ = πP,Q(α ◦ δP (g)). Then by (A) there
exists h ∈ Z(P ) such that ϕ̃′ = α ◦ δP (gh). Now δP (h) acts trivially on ψ̃ϕ, and as
the action is free, we conclude that h = 1, and thus ϕ̃′ = α ◦ δP (g).

Set ϕ = πP,Q(ϕ̃). For (b) the assumptions and axiom (B) imply that

πP,Q(δQ(x) ◦ ϕ̃) = πP,Q(ϕ̃′),

hence by (A) there exists a g ∈ Z(P ) such that δQ(x) ◦ ϕ̃ ◦ δP (g) = ϕ̃′. Thus
by (C) we conclude that δQ(xϕ(g)) ◦ ϕ̃ = ϕ̃′ and this proves the existence part.
Assume that g, g′ ∈ Q are elements such that δQ(g) ◦ ϕ̃ = ϕ̃′ = δQ(g′) ◦ ϕ̃. Then by
applying π we conclude that cg = cg′ on ϕ(P ), so g′−1g ∈ CS(ϕ(P )) ⊆ ϕ(P ), as P
is F-centric. Then g′−1g = ϕ(h) for some p ∈ P , and ϕ̃ = δQ(g′−1g)◦ ϕ̃ = ϕ̃◦δP (h)
by (C). By part (a) we conclude that δP (h) = 1P . As δP is injective, we get that
h = 1 and thus g = g′. �

Definition 3.2. Let (S,F ,L) be a p-local finite group and P a F-centric subgroup.
We define θP : B(P )→ L to be the functor given by ∗P 7→ P and g 7→ δP (g) for all
g ∈ P .

Proposition 3.3. Let (S,F ,L) be a p-local finite group. Then |L| is p-good and
the composite

S
π1(|θS |)- π1(|L|)

π1(φ|L|)- π1(|L|∧p )

is surjective. Here φ is the natural transformation from p-completion.

Proof. For each F-centric subgroup P of S, we choose an ιP ∈ Mor(P, S) lifting the
inclusion of P into S such that ιS = 1S . Then for any inclusion P ⊆ Q of F-centric
subgroups there exists by Lemma 3.1 (a) a unique morphism ιQP ∈ MorL(P,Q) such
that ιQ ◦ ιQP = ιP . Note that L is connected. For any ϕ ∈ MorL(P,Q) let γϕ
be the path in |L| from P to Q. Let the vertex S be the base-point for |L| and
define ω : Mor(L)→ π1(|L|) as sending any ϕ ∈ MorL(P,Q) to the class of the loop
γιQγϕγ

−1
ι(P ) in |L|. Then for ϕ ∈ HomF (P,Q) and ψ ∈ HomF (Q,R) we have that

ω(ψ ◦ ϕ) = ω(ψ)ω(ϕ). Furthermore for an inclusion P ⊆ Q of F-centric subgroups
we have that ω(ιQP ) = 1. As γιS is the constant path, we see that ω(ιP ) = 1
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for any F-centric subgroup P . By cellular approximation [19, Theorem 4.8] we
have that any loop at S in |L| is homotopic to a finite composition of loops of the
form ω(ϕ) for ϕ ∈ Mor(L). In particular im(ω) generates π1(|L|). Alperin’s fusion
theorem for saturated fusion systems [10, A.10] implies that every morphism in
F is a composition of automorphism of fully normalized F-centric subgroups and
inclusions. Hence every morphism of L can be expressed as automorphisms of fully
normalized F-centric subgroups together with ιP and ιQP . As ω is trivial on the
ι’s and respects composition, we conclude that π1(|L|) is generated by ω(AutL(Q))
where Q is a fully normalized F-centric subgroup of S.

Let P be a fully normalized F-centric subgroup of S. By Lemma 3.1 part (a)
there exists for any x ∈ NS(P ) a unique ϕx ∈ AutL(P ) such that ιP ◦ϕx = δS(x)◦ιP
and π(ϕx) = cx. For x, y ∈ NS(P ) we have that ιP ◦ϕx ◦ϕy = δS(xy)◦ ιP hence the
uniqueness part gives that ϕxy = ϕx ◦ ϕy. If ϕx = ϕy for some x, y ∈ NS(P ), we
have by construction that ιP = δS(x−1y)◦ιP . As ιP = δS(1)◦ιP the uniqueness part
of Lemma 3.1 (b) implies that 1 = x−1y. Thus the map ϕ− : NS(P )→ AutL(P ) is
an injective group homomorphism. Let NL(P ) denote the image. We observe that
ω(NL(P )) ⊆ ω(δS(S)) and ω ◦ δS(−) corresponds to π1(|θS |).

As P is fully normalized we have that AutS(P ) ∈ Sylp(AutF (P )). Further-
more AutS(P ) = NS(P )/CS(P ) = NS(P )/Z(P ) as P is F-centric. By Axiom
(A) for L we have that AutL(P )/Z(P ) ∼= AutF (P ), hence a Sylow-p-subgroup of
AutL(P ) has the same order asNS(P ), soNL(P ) is a Sylow-p-subgroup of AutL(P ).
Thus NL(P ) generates AutL(P ) together with elements of order prime to p. Since
ω(NL(P )) ⊆ ω(δS(S)), we conclude that π1(|L|) is generated by π1(|θ|)(S) and the
subgroup K generated by all elements prime to p. As conjugation preserves order of
the elements, we have that K is normal in π1(|L|), and so π1(|θ|) maps surjectively
onto π1(|L|)/K. In particular π = π1(|L|)/K is a finite p-group.

By the universal coefficient theorem [19, Theorem 3A.3] in connection with the
fact that H0(K,Z) = Z, we conclude that H1(K;Fp) = H1(K)⊗Fp = K/[K,K]⊗Fp.
The abelianization K/[K,K] of K is also generated by elements of order prime to
p. Let k be such a generator. Then there exists n,m ∈ Z such that 1 = m|k|+ np,
and hence for a x ∈ Fp we have

k ⊗ x = (m|k|+ np)k ⊗ x = (m|k|k)⊗ x+ k ⊗ (npx) = 0.

As K/[K,K]⊗Fp are generated by such elements we conclude that H1(K;Fp) = 0,
i.e. K is p-perfect.

Let X be the cover of |L| with fundamental group K. Since the object and
morphism sets of L are finite, we have that |L| has a finite skeleton. Thus the
same holds for X, so by cellular homology we have that Hi(X;Fp) is a finite p-
group for every i. As π1(X) is p-perfect, [7, Proposition VII 3.2] implies that X
is p-good and X∧p is simply connected. As K is normal in π1(|L|) we have that
X → |L| is a normal covering space by [19, Proposition 1.39] and thus a principal
π-bundle. As π is finite we can consider the homotopy fibration X → |L| → B(π).
It has connected fiber and furthermore both π and Hi(X;Fp) are a finite p-groups
for every i. So by the mod-R-fiber lemma and the following example [7, II 5.1
and 5.2], we conclude that X∧p → |L|∧p → B(π)∧p is a homotopy fibration. By [3,
III 1.4 Proposition 1.10] we have that B(π) is p-complete, so φB(π) is a homotopy
equivalence. Hence B(π)∧p has fundamental group π. Since X∧p is simple connected,
we have that π1(X∧p ) = 0. The long exact sequence in homotopy for the fibration
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now implies that π1(|L|∧p ) ∼= π. As φ is a natural transformation between the
identity and p-completion, we have that the following diagram commutes:

X - |L| - B(π)

X∧p

φX

?
- (|L|∧p )

φ|L|

?
- B(π)∧p

φB(π)

?

As the long exact sequence in homotopy for a fibration is natural, we get the
following commutative diagram.

π1(|L|) - π

π1(|L|∧p )

π1(φ|L|)

? ∼= - π

π1(φB(π)) = idπ

?

The upper horizontal map is the quotient map of π1(|L|) onto π1(|L|)/K, so the
same is true for π1(φ|L|). Thus by the above the map π1(φ|L|)◦π1(|θ|) is surjective.

As X is p-good, we have that H∗(φX) : H∗(X;Fp) → H∗(X
∧
p ;Fp) is an iso-

morphism. Hence X∧p → |L|∧p → B(π)∧p satisfy the conditions on the mod-Fp-fiber
lemma so we have that (X∧p )∧p → (|L|∧p )∧p → (B(π)∧p )∧p is fibration, and the diagram

X∧p - |L|∧p - B(π)∧p

(X∧p )∧p

(φX)∧p

?
- (|L|∧p )∧p

(φ|L|)
∧
p

?
- (B(π)∧p )∧p

(φB(π))
∧
p

?

commutes as p-completion is a functor. They induce maps between the two long ex-
act sequences in homotopy corresponding to the fibrations. As X is p-good we have
that φX is a mod-p-equivalence. Similarly B(π) is p-complete, so φB(π) is a homo-
topy equivalence and in particular a mod p-equivalence. Thus (φX)∧p and (φB(π))

∧
p

are homotopy equivalences by [7, Lemma I.5.5.]. In particular both π∗(φX∧p ) and
π∗(φB(π)∧p

) are isomorphisms. The 5-lemma now implies that π∗((φ|L|)∧p ) is an
isomorphism. As both |L| are |L|∧p are connected CW-complexes, we conclude by
Whiteheads Theorem [19, Theorem 4.5] that (φ|L|)

∧
p is a homotopy equivalence, so

by [7, Lemma I.5.5] φ|L| is a mod-p-equivalence and thus |L| is p-good. �
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4. A homotopy decomposition of the classifying space

Definition 4.1. The orbit category of a fusion system F on a p-group S is the
category with objects the subgroups of S and

MorO(F)(P,Q) = RepF (P,Q) = Inn(Q) \HomF (P,Q).

For any subcategory F0 of F let O(F0) be the full subcategory of O(F) on the objects
of F0, and set Oc(F) = O(Fc).

Observe that for ϕ ∈ HomF (P,Q), ψ ∈ HomF (Q,R) and elements q ∈ Q and
r ∈ R we have that (cr ◦ ψ) ◦ (cq ◦ ϕ) = crψ(q) ◦ (ψ ◦ ϕ). Thus the composition is
well-defined on O(F), and hence it is a category.

For any g ∈ P we have that g ∈ Mor(BP ) gives a natural transformation between
idBP and the conjugation map cg, hence by [33, Proposition 2.1] we have that
B(cg) is homotopic to the identity on BP . Thus P 7→ BP induces a well-defined
functor from Oc(F) to hoTop. The following proposition provides a homotopy
decomposition of the classifying space in terms of this functor.

Proposition 4.2. Let (F ,L, S) be a p-local finite group and let π̃ : L → Oc(F)
be the functor defined by π̃(P ) = P and mapping π̃(ϕ) to the class of π(ϕ) ∈
RepF (P,Q). Let B̃ : Oc(F) → Top be the left homotopy Kan extension to the
constant functor ∗ : L → Top. Then B̃ is a homotopy lifting of the homotopy
functor P 7→ BP and |L| ' hocolimP∈Oc(F) B̃(P ).

Let L0 be a full subcategory of L and let F0 be the full subcategory of Fc with
Ob(F0) = Ob(L0). Then |L0| ' hocolimP∈O(F0) B̃(P ).

Proof. By [23, Chapter 5 and (4.3)] we have that the left homotopy Kan extension
for a constant functor is given in the form of an over-category1. Hence for any
P ∈ Fc we have that B̃(P ) = |π̃ ↓ P |, where π̃ ↓ P is the category with Ob(π̃ ↓
P ) = {(Q,α) | Q ∈ Fc, α ∈ RepF (Q,P )} and

Morπ̃↓P ((Q,α), (R, β)) = {ψ ∈ MorL(Q,R) | β ◦ π̃(ψ) = α}.

For any morphism ϕ ∈ RepF (P, P ′) we have that B̃(ϕ) = |π̃ ↓ ϕ|, where π̃ ↓ ϕ : π̃ ↓
P → π̃ ↓ P ′ is given by (Q,α) 7→ (Q,ϕ ◦ α) and ψ 7→ ψ.

By [23, Theorem 5.5] we have that

hocolim
Oc(F)

B̃ ' hocolim
L

(∗),

and as |L| ' hocolimL(∗) we obtain the desired isomorphism. Similar arguments
apply for any full subcategory L0 of L and the restriction of π̃ to L0, which is a
functor π̃0 : L0 → O(F0). If B̃0 is the left homotopy Kan extension of ∗ : L0 → Top

over π̃0, then hocolimOc(F0) B̃0 ' |L0| and B̃0 = |π̃0 ↓ (−)|.
Let P ∈ Fc. Then for any g ∈ P we have that π(δP (g)) = cg ∈ Inn(P ),

so π̃(δP (g)) = idP in Oc(F). Thus δP (P ) ⊆ Autπ̃↓P (P, id). Let B′(P ) be the
subcategory of π̃ ↓ P with one object (P, idP ) and morphisms δP (P ). As δP is
injective, we conclude that |B′(P )| ' BP . We will now prove that |B′(P )| is in fact a
deformation retract of |π̃ ↓ P |. For this we pick a section σ̃ : Mor(Oc(F))→ Mor(L)

1In the terminology of [23] we have that Fh∗ (∗) = B((F̃e)op, L̂, ∗) = B(τ ↓ (F̃e)op), so
Fh∗ (∗)(E) = |τ ↓ E|. The theorem 5.5 states, that hocolimL̂(∗) ∼= hocolim(F̃e)op Fh∗ (∗).
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of π̃, such that σ̃(idP ) = 1P for any P ∈ Fc. Consider ψ ∈ Morπ̃↓P ((Q,α), (R, β)).
Then

π̃(σ̃(α)) = α = β ◦ π̃(ψ) = π̃(σ̃(β) ◦ ψ)

in RepF (Q,P ). By Lemma 3.1 (b) this implies that there exists a unique gψ ∈ P
such that δP (gψ) ◦ π̃(σ̃(α)) = π̃(σ̃(β)) ◦ ψ. Then clearly g1P = 1 and for ψ ∈
Morπ̃↓P ((Q,α), (R, β)) and ϕ ∈ Morπ̃↓P ((R, β), (S, γ)) we have the following com-
mutative diagram:

Q
ψ - R

ϕ - S

P

σ̃(α)

? δP (gψ)- P

σ̃(β)

? δP (gϕ)- P

σ̃(γ)

?

The uniqueness of gψ◦ϕ implies that it is equal to gψgϕ. Thus we have a well-defined
functor Ψ: π̃ ↓ P → B′(P ) by setting Ψ(Q,α) = (P, idP ) and Ψ(ϕ) = δP (gϕ). As
σ̃(idP ) = 1P we have that the restriction of Ψ to B′(P ) is the identity. For any
(Q,α) ∈ π̃ ↓ P we have that σ̃(α) is a morphism in π̃ ↓ P from (Q,α) to (P, idP ),
and the defining property of Ψ(ϕ) for a ϕ ∈ Morπ̃↓P ((Q,α), (R, β)) implies that
σ̃(−) is a natural transformation from idπ̃↓P to incl ◦Ψ, where incl is the inclusion
of B′(P ) into π̃ ↓ P . By [33, Proposition 2.1] we have that the geometric realizations
id|π̃↓P | = | idπ̃↓P | and | incl ◦Φ| = incl|B′(P )|↪→|π̃↓P | ◦|Φ| are homotopic. Since Φ is
the identity on B′(P ), we conclude that |π̃ ↓ P | is a deformation retract of |B′(P )|.
In particular we have that B̃(P ) = |π̃ ↓ P | ' |B′(P )| ' BP .

For any P ∈ F0 we have that B′(P ) is a subcategory of π̃0 ↓ P , and by the
above argument the inclusion |B′(P )| ↪→ B̃0(P ) is a homotopy equivalence. As
the inclusion |B′(P )| ↪→ B̃(P ) is the composition |B′(P )| ↪→ B̃0(P ) ↪→ B̃(P ), we
conclude that B̃0(P ) ↪→ B̃(P ) is a homotopy equivalence for any P ∈ F0. Thus we
get that

|L0| ' hocolim
Oc(F0)

B̃0 ' hocolim
Oc(F0)

B̃.

Let ϕ ∈ HomF (P,Q) and let ϕ̄ be the class in RepF (P,Q). Consider the func-
tors B′(P ) → π̃ ↓ Q given by F1 = (π̃ ↓ ϕ̄) ◦ incl and F2 = incl ◦B′(ϕ), where
B′(ϕ) : B′(P )→ B′(Q) is the functor B(ϕ) under the natural identification of B′(P )
with BP and B′(Q) with BQ. Thus they are exactly the functors given by

F1(P, id) = (P, ϕ̄), F1(δP (g)) = δP (g),

F2(P, id) = (Q, id), F2(δP (g)) = δQ(ϕ(g)).

As π is surjective on morphisms, we may pick a ϕ̃ ∈ MorL(P,Q) such that π(ϕ̃) = ϕ.
Then ϕ̃ is a morphism in π̃ ↓ Q from (P, ϕ̄) to (Q, id), and by (C) for L we have
that the following diagram commutes for any g ∈ P :

P
ϕ̃ - Q

P

δP (g)

? ϕ̃ - Q

δQ(ϕ(g))

?
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By comparing definitions we see, that this implies that ϕ̃ : F1(P, id) → F2(P, id)
gives a natural transformation from F1 to F2. Thus by [33, Proposition 2.1] we
have that |F1| and |F2| are homotopic, so we conclude that

|B′P |
| incl |- B̃(P )

|B′(Q)|

|B′(ϕ)|

? | incl |- B̃(Q)

B̃(ϕ̄)

?

commutes up to homotopy. We remark that | incl | is a homotopy equivalence, hence
we conclude that B̃ is a homotopy lifting of the homotopy functor P 7→ BP . �

This Proposition implies, that if there exists a central linking system associated
to a saturated fusion system F on a p-group S, then there exists a lifting of the
homotopy functor P 7→ BP on Oc(F). In fact the converse is also true, as seen in
the following proposition.

Proposition 4.3. Let F be a saturated fusion system on a p-group S. If there
exists a lifting of the homotopy functor P 7→ BP on Oc(F) to Top, then there
exists a central linking system associated to F .

Proof. Let B̃ : Oc(F)→ Top be a lifting of P 7→ BP . Then B̃ is a functor together
with a homotopy class ηP ∈ [BP, B̃P ] representing a homotopy equivalence for
any P ∈ Oc(F) such that the following diagram (D) commutes in hoTop for any
ϕ ∈ RepF (P,Q):

BP
ηP- B̃(P )

BQ

B(ϕ)

? ηQ- B̃(Q)

[B̃(ϕ̄)]

?

For each P ∈ Fc we now choose a map η̂P : BP → B̃(P ), such that [η̂P ] = ηP .
Let ∗P ∈ B̃(P ) be the image of the base-point in BP . Then η̂P induces a map from
π1(BP, ∗) = P to π1(B̃(P ), ∗P ) which we will denote γP . As η̂P is a homotopy
equivalence, we conclude that γP is an isomorphism of groups. We now define a
category L with objects Fc and

MorL(P,Q) = {(ϕ, u) | ϕ ∈ RepF (P,Q), u ∈ π1(B̃(Q); B̃(ϕ)(∗P ), ∗Q)},

where π1(B̃(Q); B̃(ϕ)(∗P ), ∗Q) is the set of homotopy classes of paths from B̃(ϕ)(∗P )

to ∗Q in B̃(Q). The composition is defined for (ϕ, u) ∈ MorL(P,Q) and (ψ, v) ∈
MorL(Q,R) by the following equation

(ψ, v) ◦ (ϕ, u) = (ψ ◦ ϕ, v · B̃(ψ)∗(u)).

We let π : L → Fc be the identity on objects and for (ϕ, u) ∈ MorL(P,Q) we set
π(ϕ, u) to be

P
γP- π1(B̃(P ), ∗p)

ϕ∗- π1(B̃(Q), (̃ϕ)(∗P ))
u∗- π1(B̃(Q), ∗Q)

γ−1
Q - Q
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For any P ∈ Fc we set δP : P → AutL(P ) to be p 7→ (idP , γP (p)).
It is straightforward to check that the given construction is in fact a central

linking system associated to F , the definition of π being the main difficulty. We
will show only some of the properties here.

Note that for a specific choice of representative ϕ̃ ∈ HomF (P,Q) of ϕ ∈ RepF (P,Q)

we have that the homotopy from the diagram (D) provides a path uϕ̃ from B̃(ϕ)(∗p)
to ∗Q. Furthermore the homotopy implies that (uϕ̃)∗ ◦ B̃(ϕ)∗ ◦ γP = γQ ◦ ϕ̃, and
thus π(ϕ, u) = cγ−1

Q (u·u−1
ϕ̃ ) ◦ ϕ̃. Note that π is clearly surjective. If π(ϕ, u) = π(ψ, v)

for (ϕ, u), (ψ, v) ∈ MorL(P,Q), we see that ϕ = ψ ∈ RepF (P,Q) and for a repre-
sentative ϕ̃ ∈ HomF (P,Q) we have that

γ−1
Q (uϕ̃ · v−1 · u · uϕ̃) ∈ NQ(ϕ̃(P )) = Z(ϕ̃(P )) = ϕ̃(Z(P )).

If γ−1
Q (uϕ̃ · v−1 · u · uϕ̃) = ϕ̃(g) for g ∈ Z(P ), then the above remarks imply that

B̃(ϕ)(γP (ϕ̃(g))) = v−1 · u, so (ϕ, v) ◦ δp(g) = (ϕ, u).
For any g ∈ P we have that π(δP (g)) is the map:

h 7→ γ−1
P (γP (g) · γP (h) · γP (g)−1) = cg(h).

For (ϕ, u) ∈ MorL(P,Q) and g ∈ P the diagram corresponding to property (C) is
the following:

P
(ϕ, u) - Q

P

(idP , γP (g))

? (ϕ, u) - Q

(idQ, u · B̃(ϕ)∗(γP (g)) · u−1)

?

The first components of the compositions are both ϕ, while the second are

u · B̃(ϕ)∗(γP (g)), u ·B(ϕ)∗(γP (g)) · u−1 · B̃(idQ)∗(u).

As B̃(idQ) = idB̃(Q) we have that B̃(idQ)∗(u) = u, so the diagram commutes. �
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5. The centralizer p-local finite group

We will now define and study the centralizer p-local finite group and use this to
provide another homotopy decomposition of the classifying space of a fusion system,
which later on will have an important role in the study of the cohomology ring of
fusion systems.

Lemma 5.1. Let F be a saturated fusion system over S. Let P,Q ∈ F and
ϕ ∈ HomF (P,Q). If P is fully centralized, then there exists a morphism CS(ϕ) ∈
HomF (CS(Q), CS(P )).

Proof. Set ψ := ϕ−1 ∈ HomF (ϕ(P ), P ). Then ψ(ϕ(P )) = P , which is fully cen-
tralized in F . As F is saturated, there exists a ψ̄ ∈ HomF (Nψ, S) which is an
extension of ψ. Directly from the definition we get that CS(ϕ(P )) ⊆ Nψ and
ψ̄(CS(ϕ(P ))) ⊆ CS(P ). As CS(Q) ⊆ CS(ϕ(P )), we have that the restriction
ψ̄|CS(Q) is in HomF (CS(Q), CS(P )). �

Definition 5.2. Let F be a fusion system over a finite p-group S. For any Q ⊆ S,
which is fully centralized in F , let CF (Q) be the category with objects the subgroups
of CS(Q) and for P, P ′ ∈ CS(Q) setting MorCF (Q)(P, P

′) to be

{ϕ ∈ HomF (P, P ′) | ∃ϕ̄ ∈ HomF (PQ,P ′Q), ϕ̄|P = ϕ, ϕ̄|Q = idQ}.
Note that as P ⊆ CS(Q) we have that PQ is in fact a subgroup of S.

It follows easily from the above definition that if F is a fusion system over S
and Q ⊆ S is fully centralized in F , then CF (Q) is a fusion system over CS(Q). A
special case of [10, Proposition A.6] is that CF (Q) is saturated when the original
fusion system is saturated. The analog of the central linking system is described in
the following.

Definition 5.3. Let (S,F ,L) be a p-local finite group. For any Q ⊆ S, which
is fully centralized in F , let CL(Q) be the category with objects the subgroups of
CS(Q) which are CF (Q)-centric and for any two such subgroups P and P ′ setting
MorCL(Q)(P, P

′) to

{ϕ ∈ MorL(PQ,P ′Q) | π(ϕ)(P ) ≤ P ′, π(ϕ)|Q = idQ}.

Proposition 5.4. Let (S,F ,L) be a p-local finite group and a Q a subgroup of S
which is fully centralized in F . Then the following holds:

(a) A subgroup P ⊆ CS(Q) is CF (Q)-centric if and only if Z(Q) ≤ P and PQ
is F-centric, and in this case Z(P ) = Z(PQ).

(b) The category CL(Q) is a central linking system associated to CF (Q).

Proof. Let P ⊆ CS(Q). Assume that PQ is F-centric and Z(Q) ≤ P . As PQ is
F-centric we conclude that

CCS(Q)(P ) = CS(P ) ∩ CS(Q) = CS(PQ) = Z(PQ).

Since P ⊆ CS(Q) we have that for all p, p̄ ∈ P and q, q̄ ∈ Q the following holds:

(pq)−1p̄q̄(pq) = q−1p−1p̄q̄pq = (p−1p̄p)(q−1q̄q).

This implies that Z(PQ) = Z(P ) Z(Q). Since Z(Q) ⊆ P , we see that Z(P ) Z(Q) ⊆ P
and the above relation with q̄ = 1 implies that Z(P ) Z(Q) ⊆ CS(P ) and hence
Z(P ) Z(Q) ⊆ Z(P ). As the other inclusion is trivial, we conclude that

Z(P ) = Z(P ) Z(Q) = Z(PQ) = CCS(Q)(P ).
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Let P ′ = ϕ(P ) for a ϕ ∈ HomCF (Q)(P, P
′). According to the definition of CF (Q)

there exists a ϕ ∈ HomF (PQ,P ′Q) such that ϕ̄|P = ϕ and ϕ̄|Q = idQ. As Z(Q) ≤ Q
we see that

P ′ = ϕ(P ) = ϕ̄(P ) ≥ ϕ̄(Z(Q)) = Z(Q).

As ϕ̄(PQ) = P ′Q, we conclude that P ′Q is also F-centric. Thus the properties
of P used in the above calculations also hold for P ′, hence for any P ′ which is
CF (Q)-conjugate to P we have CCS(Q)(P

′) = Z(P ′), i.e. P is CF (Q)-centric.
Now assume that P ⊆ CS(Q) is CF (Q)-centric. Let q ∈ Z(Q) = Q ∩ CS(Q). As

P ⊆ CS(Q) we have that q commutes with all elements in P . Since P ⊆ CS(Q) is
CF (Q)-centric we see that

q ∈ CCS(Q)(P ) = Z(P ) ⊆ P,

hence Z(Q) ⊆ P . To show that PQ is F-centric choose ϕ ∈ HomF (PQ, S).
Observe that this is not always a homomorphism in CF (Q), since it is not re-
quired to be the identity on Q. The first step is then to modify ϕ into such a
map. For this set Q′ = ϕ(Q) and ψ := ϕ−1 ∈ HomF (Q′, Q). Since the im-
age of ψ is Q, which is fully centralized in the saturated fusion system F , there
exists a ψ̄ ∈ HomF (Nψ, S) such that ψ̄|Q′ = ϕ−1. According to the definitions
CS(Q′)Q′ ⊆ Nψ and ψ̄(CS(Q′)Q′) ⊆ ψ̄(CS(Q′))ψ̄(Q′) ⊆ CS(Q)Q. Hence we can
consider ψ̄ as a map in HomF (CS(Q′)Q′, CS(Q)Q). Note that as PQ ⊆ CS(Q)Q,
we get that ϕ(PQ) ⊆ CS(ϕ(Q))ϕ(Q) = CS(Q′)Q′, so the map ϕ′ := ψ̄ ◦ ϕ ∈
HomF (PQ,CS(Q)Q) is well-defined. It satisfies that ϕ′|Q = ψ̄|ϕ(Q) ◦ϕ|Q = idQ, so
ϕ′|P ∈ HomCF (Q)(P,CS(Q)). As P is assumed to be CF (Q)-centric we have that
CCS(Q)(ϕ

′(P )) ⊆ ϕ′(P ). Thus

CS(ϕ′(PQ)) = CS(ϕ′(P )Q) = CS(ϕ′(P )) ∩ CS(Q)

= CCS(Q)(ϕ
′(P )) ⊆ ϕ′(P ) ⊆ ϕ′(PQ).

Since ϕ′ = ψ̄ ◦ ϕ, the inclusions above implies that

ψ̄(CS(ϕ(PQ))) ⊆ CS(ϕ′(PQ)) ⊆ ϕ′(PQ) = ψ̄(ϕ(PQ)).

As ψ̄ is injective, we deduce that CS(ϕ(PQ)) ⊆ ϕ(PQ). As this holds for any
ϕ ∈ HomF (PQ, S), we conclude that PQ is F-centric.

By part (a) we have that PQ is F-centric whenever P is CF (Q)-centric, so the
morphism sets of CL(Q) are well-defined. Composition of morphisms is induced
from L, since if ϕ ∈ MorCL(Q)(P, P

′) and ψ ∈ MorCL(Q)(P
′, P ′′), then ψ ◦ ϕ ∈

MorL(PQ,P ′′Q) with π(ψ ◦ ϕ)(P ) = π(ψ)(π(ϕ)(P )) ⊆ π(ψ)(P ′) ⊆ P ′′ and π(ψ ◦
ϕ)|Q = π(ψ)|Q ◦ π(ϕ)|Q = idQ. Since 1PQ ∈ MorL(PQ,PQ) satisfies π(1PQ) =
idPQ, we have that 1PQ ∈ MorCL(Q)(P, P ) for any CF (Q)-centric subgroup P . Let
this be the identity morphism in CF (Q). With the given composition and identities
it follows directly from the fact that L is a category that CL(Q) is a category. Let
π : CL(Q)→ CF (Q) be given for any P, P ′ ⊆ CS(Q) which are CF (Q)-centric and
ϕ ∈ MorCL(Q)(P, P

′) by setting π(P ) = P and π(ϕ) = π(ϕ)|P ∈ HomCF (Q)(P, P
′).

As π : L → F is a functor, the same holds for π : CL(Q) → CF (Q). For a CF (Q)-
centric subgroup P , consider p ∈ P . Then π(δPQ(p)) = cp ∈ AutF (PQ). As
P ∈ CS(Q), we have cp|Q = idQ. Clearly we also have that cp(P ) = P , hence
δPQ(p) ∈ AutCL(Q)(P ). Thus by setting δP : P → AutCL(Q)(P ) to be p 7→ δPQ(p)
we get a well-defined monomorphism. With this definition we have that π(δP (p)) =
cp|P ∈ AutCF (Q)(P ) for any CF (Q)-centric subgroup P , hence property (B) holds.
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Consider any P, P ′ ⊆ CS(Q) which are CF (Q)-centric. As the action of Z(P ) on
MorCL(Q)(P, P

′) is induced by the action of Z(PQ) on MorL(PQ,P ′Q), is it free
with orbit set

MorCL(P,P ′) /Z(P ) = {ϕ ∈ MorL(PQ,P ′Q) | π(ϕ)|P ∈ HomCF (Q)(P, P
′)}/Z(P )

= {ϕ ∈ MorL(PQ,P ′Q) | π(ϕ)|P ∈ HomCF (Q)(P, P
′)}/Z(PQ)

∼= {ϕ ∈ MorF (PQ,P ′Q) | ϕ|P ∈ HomCF (Q)(P, P
′)}

∼= MorCF (Q)(P, P
′)

as Z(P ) = Z(PQ) and any ϕ ∈ MorF (PQ,P ′Q) such that ϕ|P ∈ HomCF (Q)(P, P
′)

is determined by its values on P . Hence property (A) holds for CL(Q). For property
(C) consider ϕ ∈ MorCL(Q)(P, P

′). Then for g ∈ P ⊆ PQ the diagram

PQ
ϕ - P ′Q

PQ

δPQ(g)

? ϕ - P ′Q

δPQ(π(ϕ)(g))

?

commutes and with the given definitions it is exactly the diagram corresponding
to CL(Q). Hence we conclude that (C) holds, and thus CL(Q) is a central linking
system associated to CF (Q). �

5.1. Centralizer fusion systems and elementary abelian p-groups. When
Q is an abelian group, we have that Z(Q) = Q, hence the conditions required to be
CF (Q)-centric from the previous proposition is simply to contain Q. We will now
study the centralizer p-local finite group in the case of a fully centralized elementary
abelian subgroup.

Definition 5.5. For a fusion system F over a p-group S, let F̃e be the full subcat-
egory of F on the objects which are the nontrivial elementary abelian p-subgroups
of S. Similarly let Fe be the full subcategory of F on the objects which are the
nontrivial elementary abelian p-subgroups of S which are fully centralized in F .

Lemma 5.6. Let (S,F ,L) be a p-local finite group. Then for E,E′ ∈ Fe and ϕ ∈
HomF (E′, E) the homomorphism CS(ϕ) ∈ HomF (CS(E), CS(E′)) from Lemma
5.1 give rise to functors CF (ϕ) : CF (E) → CF (E′) and CL(ϕ) : CL(E) → CL(E′)
satisfying π ◦ CL(ϕ) = CF (ϕ) ◦ π.

Proof. Let E,E′ ∈ Ob(Fe) and ϕ ∈ HomF (E′, E). Define ϕ̄ := CS(ϕ) ∈ HomF (CS(E), CS(E′))
using the map from Lemma 5.1. Observe that E′ = ϕ̄(ϕ(E′)) ⊆ ϕ̄(E).

Let P ⊆ CS(E). Then ϕ̄(P ) ⊆ CS(E′). A ψ ∈ HomCF (E)(P, P
′) has an ex-

tension ψ̄ ∈ HomF (PE,P ′E), which is the identity on E. Then ϕ̄ ◦ ψ ◦ ϕ̄−1 ∈
HomF (ϕ̄(P ), ϕ̄(P ′)) and as E′ ⊆ ϕ̄(E) we have an extension ϕ̄◦ψ̄◦ϕ̄−1 ∈ HomF (ϕ̄(P )E′, ϕ̄(P ′)E′)
which is the identity on E′. Hence by setting CF (ϕ)(P ) = ϕ̄(E) and CF (ϕ)(ψ) =
ϕ̄ ◦ ψ ◦ ϕ̄−1 we get a well-defined functor from CF (E) to CF (E′).

Let P ⊆ CS(E). Then by Proposition 5.4 we have P ∈ CL(E) if and only if
E ⊆ P and P ∈ L. Consider a P ∈ CL(E). Then ϕ̄(P ) ⊆ CS(E′) for which
E′ ⊆ ϕ̄(E) ⊆ ϕ̄(P ), and as ϕ̄ is a morphism in F , we also have that ϕ̄(P ) ∈ L. By
the above this implies that ϕ̄(P ) ∈ CL(E′)
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For any P ∈ CL(E), we have that P, ϕ̄(P ) ∈ L, so we can choose β−1
P ∈

MorL(ϕ̄(P ), P ) such that π(β−1
P ) = ϕ̄−1. Lemma 3.1(a) implies that there ex-

ists βP ∈ MorL(P, ϕ̄(P )) such that π(βP ) = ϕ̄ and β−1
P ◦ βP = 1P . Let P,Q ∈

CL(E) and consider α ∈ MorCL(E)(P,Q). By the definition α ∈ MorL(P,Q) and
π(α)|E = idE . Then βQ ◦ α ◦ β−1

P ∈ MorL(ϕ̄(P ), ϕ̄(Q)), such that

π(βQ ◦ α ◦ β−1
P )|E′ = π(βQ) ◦ π(α) ◦ π(β−1

P )|E′ = ϕ̄ ◦ π(α) ◦ ϕ̄−1|E′ = idE′

since ϕ̄−1(E′) ⊆ E. Thus βQ◦α◦β−1
P ∈ MorCL(E′)(ϕ̄(P ), ϕ̄(Q)). Hence by mapping

P → ϕ̄(P ) and α → βQ ◦ α ◦ β−1
P we get a functor from CL(E) to CL(E′), which

satisfies πE′ ◦ CL(ϕ) = CF (ϕ) ◦ πE . �

Note that the functors from the previous Lemma do not in general satisfy CL(ϕ)◦
CL(ψ) = CL(ψ ◦ ϕ) for ϕ ∈ HomF (E,E′) and ψ ∈ HomF (E′, E′′), and therefore
it is not a functor from (Fe)op to Cat. We will instead consider a category, where
this is the case.

Definition 5.7. Let (S,F ,L) be a p-local finite group. For a E ∈ Ob(F̃e) we
define C̄L(E) to be the category with

Ob(C̄L(E)) = {(P, α) | P ∈ Ob(L), α ∈ HomF (E,Z(P ))}
and

MorC̄L(E)((P, α), (Q, β)) = {ϕ ∈ MorL(P,Q) | π(ϕ) ◦ α = β},
and the composition of morphisms and the identity morphism is given by those in
L.

Lemma 5.8. Let E ∈ Fe where (S,F ,L) is a p-local finite group. The functor
F : CL(E) → C̄L(E) defined by F (P ) = (P, ιE→Z(P )) and F (ϕ) = ϕ is an equiva-
lence of categories and hence induces a homotopy equivalence |CL(E)| → |C̄L(E)|.

Proof. Let (S,F ,L) be a p-local finite group and let E ∈ Fe. A P ∈ CL(E) satis-
fies that P ∈ L and E ⊆ P ≤ CS(E). The last condition implies that E ⊆ Z(P ),
so the inclusion ιE→Z(P ) ∈ HomF (E,Z(P )), and hence (P, ιE→Z(P )) ∈ C̄L(E).
By definition of CL(E) we have that ϕ ∈ MorCL(E)(P,Q) is a morphism in L
such that π(ϕ)|E = idE . This implies that π(ϕ) ◦ ιE→Z(P ) = ιE→Z(Q), so ϕ ∈
MorC̄L(E)((P, ιE→Z(P )), (Q, ιE→Z(Q))). From this we conclude that F is a well-
defined functor. For any ϕ ∈ MorL(P,Q) the condition π(ϕ)|E = idE is equiv-
alent with π(ϕ) ◦ ιE→Z(P ) = ιE→Z(Q), thus F induces an isomorphism on the
morphism sets. Consider (P, α) ∈ C̄L(E). By Lemma 5.1 there exists a CS(α) ∈
HomF (CS(Z(P )), CS(E)). As P ⊆ CS(Z(P )), we have P ′ := CS(α)(P ) ⊆ CS(E).
As P ′ is F-conjugate with P , we have that P ′ is F-centric. Since α(E) ⊆ P
and CS(α) is an extension of α−1 we get that E = CS(α)(α(E)) ⊆ P ′. Hence
P ′ ∈ CL(P ). Choose ϕ ∈ MorL(P, P ′) such that π(ϕ) = CS(α). As CS(α)|α(E) =

α−1|α(E) we get
π(ϕ) ◦ α = CS(α) ◦ α = ιE→Z(P ′),

hence ϕ ∈ MorC̄L(E)((P, α), F (E′)) and is an isomorphism. Thus F is an equiva-
lence of categories and therefore induces a homotopy equivalence on the geometric
realizations by [3, III Corollary 2.2(b)]. �

Lemma 5.9. Let (S,F ,L) be a p-local finite group. Then C̄L(−) : (F̃e)op → Cat
is a functor.
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Proof. Let E,E′ ∈ Ob(Fe) and ϕ ∈ HomF (E′, E). Define C̄L(ϕ) : C̄L(E) →
C̄L(E′) by C̄L(ϕ)(P, α) = (P, α ◦ϕ) for (P, α) ∈ Ob(C̄L(E)) and C̄L(ϕ)(ψ) = ψ for
MorC̄L(E)((P, α), (Q, β)). Then C̄L(ϕ) is a functor and it follows easily from the
definitions that C̄L(−) is a functor from (F̃e)op to Cat. �

5.2. The centralizer decomposition.

Theorem 5.10. Let (S,F ,L) be a p-local finite group with S 6= 1. Then the map

hocolim
E∈(F̃e)op

|C̄L(E)| → |L|

induced by the forgetful functor F : C̄L(E)→ L given by F (P, α) = P and F (ϕ) = ϕ

for any E ∈ F̃e is a homotopy equivalence.

Proof. Let (S,F ,L) be a p-local finite group with S 6= 1. First we consider the
category L̂ with objects the set of pairs (P,E) where P ⊆ S such that P is F-centric
and E is a nontrivial elementary abelian subgroup of Z(P ). For (P,E), (P ′, E′) ∈ L̂
we set

MorL̂((P,E), (P ′, E′)) = {ϕ ∈ MorL(P, P ′) | E′ ⊆ π(ϕ)(E)}.

With this definition there is clearly a functor T : L̂ → L given by T (P,E) = P ,
and T (ϕ) = ϕ. To define a functor S : L → L̂ we set for any nontrivial subgroup
P of S E(P ) to be the subgroup of generated by the elements of order p in Z(P ).
Note that as P is a nontrivial p-group we have that 1 6= E(P ) and it is elementary
abelian. Now for P ∈ L we have that (P, E(P )) ∈ L̂ and for any ϕ ∈ MorL(P, P ′)
we remark since P and P ′ are F-centric that

π(ϕ)(Z(P )) ≥ Z(π(ϕ)(P )) = CS(π(ϕ)(P )) ≥ CS(P ′) = Z(P ′),

so by considering elements of order p, we conclude that π(ϕ)(E(P )) ≥ E(P ′). Thus
by setting S(P ) = (P, E(P )) and S(ϕ) = ϕ we get a well-defined functor S : L → L̂.
With the above definition T ◦S = idL and S◦T : L̂ → L̂ is given (P,E) 7→ (P, E(P )).
By definition E ⊆ E(P ) for any elementary abelian subgroup E ⊆ Z(P ). So for
any (P,E) ∈ L̂ we have 1P ∈ MorL̂((P, E(P )), (P,E)) and this morphism gives a
natural transformation from S ◦ T to idL̂ as the following diagram commutes:

(P, E(P ))
1P- (P,E)

(P ′, E(P ′))

ϕ

? 1P ′- (P ′, E′)

ϕ

?

This implies that |S| : |L| → |L̂| is a homotopy equivalence.
For (P,E) ∈ L̂ we have that E is a non-trivial elementary abelian p-group and for

ϕ ∈ MorL̂((P,E), (P ′, E′)) we have that π(ϕ)−1 ∈ HomF (E′, E). Thus by setting
τ(P,E) = E and τ(ϕ) = π(ϕ)−1 we get a well-defined functor τ : L̂ → (F̃e)op.
By [23, Theorem 5.5] we have that hocolimL̂(∗) ∼= hocolimE∈(F̃e)op |τ ↓ E|, as
E 7→ |τ ↓ E| is the left homotopy Kan extension of the trivial functor over τ . We
now want to construct a natural transformation between the functors |C̄L(−)| and
|τ ↓ −|, which are both functors (F̃e)op → Top. For this pick an E ∈ F̃e. Then
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the category τ ↓ E has objects {(P,E′, α) | (P,E′) ∈ L̂, α ∈ HomF (E,E′)} and
morphisms

Morτ↓E((P,E′, α), (Q,F ′, β)) = {ϕ ∈ MorL̂((P,E′), (Q,F ′)) | π(ϕ)−1 ◦ β = α}.
By comparing definitions we see that by setting FE(P, α) = (P, α(E), α) and
FE(ϕ) = ϕ we get a well-defined functor FE from C̄L(E) to τ ↓ E. Similarly,
setting GE(P,E′, α) = (P, α) and GE(ϕ) = ϕ gives a well-defined functor from
τ ↓ E to C̄L(E). Note that GE ◦ FE = idC̄L(E) and there is a natural transfor-
mation from idτ↓E to FE ◦ GE given by idP : (P,E, α) → (P,E, α). From this we
conclude that |GE | : |τ ↓ E| → |C̄L(E)| is a homotopy equivalence.

Consider any ψ ∈ MorF (E′, E). For (P,E′′, α) ∈ τ ↓ E, we have that

GE′((τ ↓ ψ)(P,E′′, α)) = GE′(P,E
′′, α ◦ ψ) = (P, α ◦ ψ)

= C̄L(ψ)(P, α) = C̄L(ψ)(GE(P, α)).

As the involved functors act as the identity on morphisms we conclude that GE′ ◦
(τ ↓ ψ) = C̄L(ψ) ◦ GE as functors from τ ↓ E to C̄L(E′). Hence G− is a nat-
ural transformation from τ ↓ (−) to C̄L(−), and so it induces a homomorphism
hocolim(|G−|) : hocolimE∈(F̃e)op |τ ↓ E| → hocolimE∈(F̃e)op |C̄L(E)|. As |GE | is a
homotopy equivalence for any E ∈ F̃e, we furthermore have by [17, IV Proposition
1.9] that hocolim(|G−|) is a homotopy equivalence.

From the results above we get

|L| ∼= |L̂| ∼= hocolim
L̂

(∗) ∼= hocolim
E∈(F̃e)op

|τ ↓ E| ∼= hocolim
E∈(F̃e)op

|C̄L(E)|.

This equivalence is induced by the following functors, where (P, α) ∈ C̄L(E):

(P, α)
FE- (P, α(E), α) - (P, α(E))

T - P.

�

Corollary 5.11. Let (S,F ,L) be a p-local finite group with S 6= 1. Then the map

hocolim
E∈(Fe)op

|C̄L(E)| → |L|

induced by the forgetful functor F : CL(E)→ L given by F (P, α) = P and F (ϕ) = ϕ
for E ∈ Fe is a homotopy equivalence.

Proof. Let (S,F ,L) be a p-local finite group with S 6= 1. Let ι : Fe → F̃e be
the inclusion functor. For Ẽ ∈ F̃e there exists an E ∈ Fe and an isomorphism
ϕ ∈ MorF (E, Ẽ). In the category (ι ↓ Ẽ) the pair (E,ϕ) is a terminal object, as
for any (E′, α) ∈ (ι ↓ Ẽ) the diagram

E′
α - Ẽ

E

α ◦ ϕ−1

? ϕ - Ẽ

id

?

is in F and commutes. Since (Ẽ ↓ ιop) = (ι ↓ Ẽ)op, the category (Ẽ ↓ ιop)
has an initial object and thus |Ẽ ↓ ιop| is contractible. As this holds for any
Ẽ ∈ F̃e, the functor ιop : (Fe)op → (F̃)op is right cofinal, and hence the map
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hocolimE∈(Fe)op |C̄L(E)| → hocolimE∈(F̃e)op |C̄L(E)| induced by (P, α) 7→ (P, α) is
a homotopy equivalence by [22, 19.6.7]. The result now follows directly from the
above theorem. �
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6. Obstruction theory and higher limits

Consider ϕ ∈ HomF (P,Q). As both Q and ϕ(P ) are F-centric, we conclude
that Z(Q) = CS(Q) ⊆ CS(ϕ(P )) = Z(ϕ(P )) = ϕ(Z(P )). Note for any g ∈ Z(Q)
and h ∈ Q we have that (ch ◦ ϕ)−1(g) = ϕ−1(ch−1(g)) = ϕ−1(g). This implies that
the following is well-defined.

Definition 6.1. Let F be a fusion system on a p-group S. We define the functor
ZF : Oc(F)op → Ab by ZF (P ) = Z(P ) and for ϕ ∈ MorOc(F)(P,Q) we set ZF (ϕ)
to be the composition

Z(Q)
incl- Z(ϕ(P ))

ϕ−1
- Z(P )

6.1. An obstruction theory for central linking systems. The next proposi-
tion gives an obstruction theory for the existence of a central linking system in
terms of higher limits of this functor.

Proposition 6.2. Let F be a saturated fusion system over a p-group S. Then
there exists an element η(F) ∈ lim←−

3

Oc(F)
(ZF ) such that F has an associated centric

linking system if and only if η(F) = 0. If such a central linking system exists,
them the group lim←−

2

Oc(F)
(ZF ) acts freely and transitively on the set of isomorphism

classes of central linking systems associated to F .

Proof. By [3, Proposition 5.3] we conclude that the higher limits of ZF can be
computed via the normalized chain complex for ZF , i.e.

lim←−
Oc(F)

i(ZF ) ∼= Hi(C∗(Oc(F);ZF ), d),

where the chain complex is defined as Cn(Oc(F);ZF ) =
∏
P0→···→Pn ZF (P0) for

any n. Note that we consider ω ∈ Cn(Oc(F);ZF ) as a map sending a sequence
(P0 → · · · → Pn) ∈ N (Oc(F))n to a element in Z(P0) satisfying that if (P0 → · · · →
Pn) contains an identity morphism, then the image is 1 ∈ Z(P0). The differential
is given by

d(ω(P0 →ϕ P1 · · · → Pn+1) =

n+1∑
i=1

(−1)iω(P0 → · · · → P̂i → · · · → Pn+1)

+ ZF (ϕ)ω(P1 → · · · → Pn).

We first construct an element [u] ∈ lim←−
3

Oc(F)
(ZF ) and prove that the construction

is independent of the choices made. Let σ ∈ Mor(Oc(F))→ Mor(Fc) be a section,
which sends identity morphisms to identity morphisms. We use the notation σ(ϕ) =
ϕ̃. For each pair P,Q ∈ Fc we set X(P,Q) = Q ×MorOc(F)(P,Q) and define a
map πP,Qσ : X(P,Q) → HomF (P,Q) by πP,Qσ (g, ϕ) = cg ◦ ϕ̃. For each pair of
maps ϕ ∈ MorOc(F)(P,Q) and ψ ∈ MorOc(F)(Q,R) we have that ψ̃ ◦ ϕ̃ and ψ̃ϕ
determine the same class in Oc(F), hence there exists a t(ϕ,ψ) ∈ R such that
ψ̃ ◦ ϕ̃ = ct(ϕ,ψ) ◦ ψ̃ϕ. Since σ sends identity morphisms to identity morphisms, we
may require that t(ϕ,ψ) = 1 if either ψ or ϕ is the identity. We now define maps
∗ : X(Q,R)×X(P,Q)→ X(P,R) by

(h, ψ) ∗ (g, ϕ) = (h · ψ̃(g) · t(ϕ,ψ), ψϕ).
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For each triple of objects P,Q,R ∈ Fc we can consider the diagram:

X(Q,R)×X(P,Q)
∗ - X(P,R)

HomF (Q,R)×HomF (P,Q)

πQ,Rσ × πP,Qσ

? ◦- HomF (P,R)

πP,Rσ

?

For any ((h, ψ), (g, ϕ)) ∈ X(Q,R)×X(P,Q) we have that

πQ,Rσ (h, ψ) ◦ πP,Qσ (g, ϕ) = ch ◦ ψ̃ ◦ cg ◦ ϕ̃ = chψ̃(g) ◦ ψ̃ ◦ ϕ̃

= chψ̃(g)t(ϕ,ψ)ψ̃ ◦ ϕ = πP,Rσ ((h, ψ) ∗ (g, ϕ)),

hence the diagram commutes. By the commutativity of the diagram we have for
any triple of composable maps ϕ ∈ MorOc(F)(P,Q), ψ ∈ MorOc(F)(Q,R) and χ ∈
MorOc(F)(R, T ) that πP,Tσ agrees on ((1, χ)∗(1, ψ))∗(1, ϕ) and (1, χ)∗((1, ψ)∗(1, ϕ)).
If (g, α), (g′, α) ∈ X(P,R) satisfy that πP,Rσ (g, α) = πP,Rσ (g, α), then cg−1g′ = idϕ(P )

and thus g−1g′ ∈ CS(ϕ̃(P )) = Z(ϕ̃(P )). If we set u = ϕ̃−1(g−1g′) ∈ Z(P ), we see
that (g, ϕ) = (g′, ϕ) ∗ (u, idP ), since t(idP , ϕ) = 1. We remark that u is the unique
element with this property. As the second components of ((1, χ)∗(1, ψ))∗(1, ϕ) and
(1, χ) ∗ ((1, ψ) ∗ (1, ϕ)) agree, we conclude that there exists a unique uσ,t(ϕ,ψ, χ) ∈
Z(P ) such that

((1, χ) ∗ (1, ψ)) ∗ (1, ϕ) = [(1, χ) ∗ ((1, ψ) ∗ (1, ϕ))] ∗ (uσ,t(ϕ,ψ, χ), idP )

and by the definition of ∗ we conclude that

χ̃ψϕ(uσ,t(ϕ,ψ, χ)) = t(ψϕ, χ)−1 · χ̃(t(ϕ,ψ))−1 · t(ψ, χ) · t(ϕ, χψ).

For any g ∈ P, h ∈ Q, k ∈ R the first component of ((k, χ) ∗ (h, ψ)) ∗ (g, ϕ) respec-
tively (k, χ) ∗ ((h, ψ) ∗ (g, ϕ)) is

g = kχ̃(h)t(ψ, χ)χ̃ψ(g)t(ϕ, χψ)

g′ = kχ̃(h)t(ψ, χ)χ̃ψ(g)t(ψ,ϕ)−1χ̃(t(ϕ,ψ))t(ψϕ, χ)

while the second is χψϕ. We remark that (g′)−1g = uσ,t(ϕ,ψ, χ), hence

((k, χ) ∗ (h, ψ)) ∗ (g, ϕ) = [(k, χ) ∗ ((h, ψ) ∗ (g, ϕ))] ∗ (uσ,t(ϕ,ψ, χ), idP )(1)

as well. Note the requirements on t imply that χ̃ψϕ(uσ,t(ϕ,ψ, χ)) = 1 when at
least one of the morphisms is the identity. As χ̃ψϕ is injective, we conclude that in
this case uσ,t(ϕ,ψ, χ) = 1, hence uσ,t ∈ C3(Oc(F),ZF ). If

P
ϕ - Q

ψ - R
χ - T

ω - U

is a sequence of morphisms in Oc(F), then by the definition of the differential on
C∗(Oc(F),ZF ) we have that du(ϕ,ψ, χ, ω) is the element

u(ψϕ, χ, ω)−1 · u(ϕ, χψ, ω) · u(ϕ,ψ, ωχ)−1 · u(ϕ,ψ, χ) · ϕ̃−1(u(ψ, χ, ω))

in Z(P ). By computing the image of each of the five components under σ(ωχψϕ)
using the defining property of t and the definition of uσ,t to compare the factors, we
conclude that σ(ωχψϕ)(du(ϕ,ψ, χ, ω)) = 1. As σ(ωχψϕ) is injective, we conclude
that du(ϕ,ψ, χ, ω) = 1 and hence [u] ∈ lim←−

3

Oc(F)
(ZF ).
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We now want to show that the class [u] is independent of the particular choice of
t. If for each pair of morphisms ϕ ∈ MorOc(F)(P,Q) and ψ ∈ MorOc(F)(Q,R), we
have made another choice of elements t′(ϕ,ψ) in R, such that t′ satisfies the same
conditions as t, then we have that ct(ϕ,ψ) = ct′(ϕ,ψ) on ψ̃ϕ(P ). By similar arguments
as before this implies that there exists a c(ϕ,ψ) ∈ Z(P ) such that t′(ϕ,ψ) = t(ϕ,ψ)·
ψ̃ϕ(c(ϕ,ψ)). As t and t′ is the neutral element when either ψ or ϕ is the identity
and ψ̃ϕ is injective, we have that c(ϕ,ψ) = 1 when either of the maps is the identity,
hence c ∈ C2(Oc(F);ZF ). Let u′ = uσ,t′ ∈ C3(Oc(F);ZF ) be defined in the same
way as before. We then get the following relation between t′ and u′:

χ̃ψϕ(uσ,t′(ϕ,ψ, χ)) = t′(ψϕ, χ)−1 · χ̃(t′(ϕ,ψ))−1 · t′(ψ, χ) · t′(ϕ, χψ).

By inserting the relation t′(ϕ,ψ) = t(ϕ,ψ) · ψ̃ϕ(c(ϕ,ψ)) into the above and using
the fact that u and t satisfy a similar relation we conclude that:

χ̃ψϕ(u(ϕ,ψ, χ) · ϕ̃−1(c(ψ, χ)) · c(ϕ, χψ)) = χ̃ψϕ(c(ϕ,ψ) · c(ψϕ, χ) · u′(ϕ,ψ, χ))

As χ̃ψϕ is injective, we conclude that the above relation still holds without the χ̃ψϕ.
This is a relation between elements in the abelian group Z(P ), so by comparing with
the definition of the differential, we conclude that u−1 · u′ = dc. Hence [u] = [u′] in
lim←−

3

Oc(F)
(ZF ).

Assume that σ′ : Mor(Oc(F)) → Mor(F) is another section sending identity
morphism to identity morphisms. Set ϕ̃′ = σ′(ϕ). As both σ, σ′ are sections, we can
for every ϕ ∈ MorOc(F)(P,Q) choose a gϕ ∈ Q such that ϕ̃ = cgϕ ϕ̃

′ and gidP = 1 for
any P ∈ Fc. Let t(ϕ,ψ) ∈ R for any ϕ ∈ MorOc(F)(P,Q) and ψ ∈ MorOc(F)(Q,R)
be a choice of elements corresponding to the section σ as before. By defining

t′(ϕ,ψ) = ψ̃′(gϕ)−1 · g−1
ψ · t(ϕ,ψ) · gψϕ

we get an element of R, such that ψ̃′ϕ̃′ = ct′(ϕ,ψ)ψ̃ϕ
′
and t′ is the neutral element

when one of the morphisms is the identity. Consider the map F : X(P,Q) →
X(P,Q) given by F (h, ϕ) = (hgϕ, ϕ). Then πP,Qσ = πP,Qσ′ ◦ F . Let ∗ and ∗′ be the
compositions defined by t and t′. Then F ((h, ψ) ∗ (g, ϕ)) = F (h, ψ) ∗′ F (g, ϕ). As
F (g, idP ) = (g, idP ) and F is a bijection, we conclude that the relation (1) holds
for ∗′ as well with the same u. Thus uσ′,t′ = uσ,t, so the class [u] ∈ lim←−

3

Oc(F)
(ZF )

does not depend on the choice of section.
We will now prove that the class [u] vanishes exactly when there exists a central

linking system associated to F . We first assume that [u] = 0 and construct a central
linking system associated to F . By assumption there exists a c ∈ C2(Oc(F);ZF )

such that dc = u. If u = uσ,t we may set t′(ϕ,ψ) = t(ϕ,ψ)ψ̃ϕ(c(ϕ,ψ)−1) for any
ϕ ∈ MorOc(F)(P,Q) and ψ ∈ MorOc(F)(Q,R). As c(ϕ,ψ) ∈ Z(P ) this will be
another choice of t corresponding to the section σ, and by the above calculations
we have that u−1

σ,t · uσ,t′ = dc−1. As uσ,t = dc, we conclude that uσ,t′ = 1. Let L be
the category with objects Fc and morphism set X(P,Q), where the composition
is defined using t′. By the definition of the composition we see that (1, idP ) is a
neutral element. Combining this with (1) and the fact that uσ,t′ = 1, we conclude
that the composition is associative. Let π : L → Fc be given by the identity on
objects and π = πσ for morphisms. Then π(1, idp) = idP and by a previous
result π((h, ψ) ∗ (g, ϕ)) = π(h, ψ) ◦ π(g, ϕ), hence π is a functor. For P ∈ Fc
let δP : P → X(P, P ) be the map δp(g) = (g, idp). We then have that δP is a
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monomorphism of groups. Consider a ϕ ∈ MorFc(P,Q). Let ϕ̄ be the corresponding
class in Oc(F). As σ is section, there exists a g ∈ Q, such that ϕ = cg ◦ σ(ϕ̄).
The element (g, ϕ̄) ∈ X(P,Q) and π(g, ϕ̄) = ϕ, so π is surjective on morphisms.
Assume that the elements (g, ϕ), (h, ψ) ∈ X(P,Q) satisfy that π(g, ϕ) = π(h, ψ).
Then ϕ = ψ and thus g−1h ∈ Z(ϕ̃(P )). Let u = ϕ̃−1(g−1h) ∈ Z(P ). Then
(g, ϕ) = (h, ϕ) ∗ (u, idp) = (h, ϕ) ∗ δp(u). As π(δp(g)) = cg for any g ∈ P , we
conclude that π is in fact the orbit map for the Z(P )-action on X(P,Q) induced by
δP . For any (g, ϕ) ∈ X(P,Q) and h ∈ P we have that (g, ϕ) = (g, ϕ)∗ δp(h) implies
that ϕ̃(h) = 1 and thus h = 1. So the action of Z(P ) on X(P,Q) is free. For any
(g, ϕ) ∈ X(P,Q) and h ∈ P we also have that

(g, ϕ) ∗ δP (h) = (g · ϕ̃(h), ϕ) = ((cg ◦ ϕ̃)(h), idQ) ∗ (g, ϕ) = δQ(π(g, ϕ)) ∗ (g, ϕ)

Thus L is a central linking system associated to F . Note that the map

σ̃ : MorOc(F)(P,Q)→ MorL(P,Q)

given by σ̃(ϕ) = (1, ϕ) is a section, which lifts σ and we have for any ϕ ∈
MorOc(F)(P,Q) and ψ ∈ MorOc(F)(Q,R) that σ̃(ψ) ◦ σ̃(ϕ) = δR(t′(ϕ,ψ)) ◦ ϕ̃(ψϕ).

Now assume that there exists a central linking system L associated to F . We
want to prove that this implies that [u] = 0. Let σ : Mor(Oc(F)) → Mor(Fc)
be a section and σ̃ : Mor(Oc(F)) → Mor(L) be a lift of this. We assume that
both sections send identity morphisms to identity morphisms. Let G : X(P,Q) →
MorL(P,Q) where (g, ψ) 7→ δQ(g) ◦ σ̃(ψ). Consider a ϕ ∈ MorL(P,Q) and let ψ
be the class of π(ϕ) in Oc(F) and ψ̃ = σ̃(ψ). Then π(ψ̃) and π(ϕ) determines the
same class in Oc(F), so by Lemma 3.1 (b) there exists a unique element g ∈ Q,
such that ϕ = δQ(g) ◦ ψ̃. Then G(g, ψ) = ϕ, so G is surjective. Assume for
(g, ψ), (g′, ψ′) ∈ X(P,Q), that δQ(g) ◦ σ̃(ψ) = δQ(g′) ◦ σ̃(ψ′). As σ̃ is a section,
we deduce that ψ = ψ′, and thus by the above uniqueness result we have g = g′,
hence G is injective as well. By Lemma 3.1 (b) we also conclude that for any pair of
morphisms ϕ ∈ MorOc(F)(P,Q) and ψ ∈ MorOc(F)(Q,R) there exists a t(ϕ,ψ) ∈ R
such that

σ̃(ψ) ◦ σ̃(ϕ) = δR(t(ϕ,ψ)) ◦ σ̃(ϕψ).

Then t satisfies the previous conditions with the section σ, hence we can define a
multiplication on the sets X(P,Q) using t. Then the map G is easily seen to respect
the multiplication. As L is a category, the multiplication in L is associative, hence
the same holds in X(P,Q), so by the equation (1) we conclude that (r, χψϕ) ∗
(uσ,t(ϕ,ψ, χ), idP ) = (r, χψϕ) for any triple of composable maps in Oc(F). By the
definition of the multiplication combined with the fact that maps in F are injective,
we conclude that uσ,t(ϕ,ψ, χ) = 1. Hence the class [u] ∈ lim←−

3

Oc(F)
(ZF ) is trivial.

For a proof of the second part of the proposition we consider two central linking
systems associated to F , denoted πi : Li → F for i = 1, 2. Let σ : Mor(Oc(F)) →
Mor(F) be a section as before and let σ̃i : Mor(Oc(F)) → Mor(Li) be corre-
sponding lifts. As in the previous paragraph we can for any pair of morphism
ϕ ∈ MorOc(F)(P,Q) and ψ ∈ MorOc(F)(Q,R) choose unique ti(ϕ,ψ) ∈ R such that

σ̃i(ψ) ◦ σ̃i(ϕ) = δiR(ti(ϕ,ψ)) ◦ σ̃i(ϕψ)

for i = 1, 2. Furthermore we have that ti is compatible with σ and the corresponding
uσ,ti = 1. By a previous part we conclude that there exists a c(ϕ,ψ) ∈ Z(P ) with

t2(ϕ,ψ) = t1(ϕ,ψ)ψ̃ϕ(c(ϕ,ψ))
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and dc = u−1
σ,1uσ,2 = 1, so [c] ∈ lim←−

2

Oc(F)
(ZF ). Assume that σ̃′i for i = 1 or 2

is another lift of the section σ to Li. Then for any ϕ ∈ MorOc(F)(P,Q) we have
that πi(σ̃′i(ϕ)) = σ(ϕ) = πi(σ̃i(ϕ)), hence by condition (A) for Li there exists a
unique element w(ϕ) ∈ Z(P ) such that σ̃′i(ϕ) = σ̃i(ϕ) ◦ δiP (w(ϕ)). As σ̃i and σ̃′i
agree on the identity morphisms, we conclude that w(idp) = 1 for any P ∈ Fc,
hence w ∈ C1(Oc(F),ZF ). Let t′i be defined similar to ti. Then for any pair of
morphisms ϕ ∈ MorOc(F)(P,Q) and ψ ∈ MorOc(F)(Q,R) we have that

δiR(ψ̃(w(ψ))ψ̃ϕ̃(w(ϕ)ti(ϕ,ψ))σ̃i(ψϕ)) = δiR(ψ̃(w(ψ))ψ̃ϕ̃(w(ϕ))σ̃i(ψ)σ̃i(ϕ))

= δiR(σ̃i(ψ)δiQ(w(ψ))σ̃i(ϕ)δiP (w(ϕ)))

= δiR(σ̃′i(ψ)σ̃′i(ϕ)) = δiR(t′i(ϕ,ψ)σ̃′(ψϕ))

= δiR(t′i(ϕ,ψ)ψ̃ϕ(w(ψϕ))σ̃(ψϕ))

By the uniqueness part of Lemma 3.1 (b) we conclude that

ψ̃(w(ψ))ψ̃ϕ̃(w(ϕ)ti(ϕ,ψ) = t′i(ϕ,ψ)ψ̃ϕ(w(ψϕ)

and thus by the relation cti(ϕ,ψ) ◦ ψ̃ϕ = ψ̃ ◦ ϕ̃ we conclude

ti(ϕ,ψ)−1ti(ϕ,ψ) = c−1
ti(ϕ,ψ)(ψ̃(w(ψ)) · ψ̃ϕ̃(w(ϕ))) · ψ̃ϕ(w(ψϕ))−1

= ψ̃ϕ(ϕ̃−1(w(ψ)) · w(ϕ) · w(ψϕ)−1) = ψ̃ϕ(dw).

A change of σ̃i will only change c by a coboundary and so it does not change the
class [c] ∈ lim←−

2

Oc(F)
(ZF ). Hence for any fixed section σ there corresponds a unique

class [c] ∈ lim←−
2

Oc(F)
(ZF ) to any pair of central linking systems L1 and L2 associated

to F .
Assume that L1 and L2 are two isomorphic central linking systems associ-

ated to F . Let F : L1 → L2 be the functor corresponding to the isomorphisms.
Let σ̃1 : Mor(Oc(F)) → Mor(L1) be a lift of the section σ. Then σ̃2 = F ◦
σ̃1 : Mor(Oc(F)) → Mor(L2) and π2 ◦ σ̃2 = π2 ◦ F ◦ σ̃1 = π1 ◦ σ̃1 = σ. For
any P ∈ Fc we have that σ̃2(idP ) = F (σ̃1(idP )) = F (1P ) = 1P , since F (P ) = P .
Thus σ̃2 is a lift of σ as well. We remark that

σ̃2(ψ)σ̃2(ϕ) = F (σ̃1(ψ)σ̃1(ϕ)) = F (δiR(t1(ϕ,ψ))σ̃1(ψϕ)) = δ2
R(t1(ϕ,ψ))σ̃2(ψϕ)

for any pair of morphisms ϕ ∈ MorOc(F)(P,Q) and ψ ∈ MorOc(F)(Q,R), hence
t1 = t2.

Conversely assume that L1 and L2 are two central linking systems associated
to F , for which there exists lifts of the section σ called σ̃i for i = 1, 2 such that
t1 = t2. Let Gi : X(P,Q) → MorLi(P,Q) for i = 1, 2 be the bijection given by
(g, ϕ) 7→ δQ(g)σ̃i(ϕ). By definition ∗ by t1 = t2 we get a category with object set
Fc and morphism set X(P,Q) such that Gi and G−1

i for i = 1, 2 all are functors.
Thus F = G2 ◦ G−1

1 : L1 → L2 is a well-defined functor, which is the identity on
objects and bijective on morphism sets. As π̃i ◦Gi = πσ and Gi(p, idP ) = δiP (p) for
p ∈ P , it follows that F commutes with π̃i and δiP , and is a isomorphism of central
linkings systems.

We conclude that two linking systems associated to F are isomorphic if and only
if there exists lifts of the section σ such that t1 = t2. If t1 = t2, then by the definition
of c we conclude that [c] = 0. If c = dw, then by setting σ̃′1(ϕ) = σ̃1(ϕ)w(ϕ)
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and letting t′i be the elements corresponding to this section, then for any pair of
morphisms ϕ ∈ MorOc(F)(P,Q) and ψ ∈ MorOc(F)(Q,R) we have that

t′1(ϕ,ψ) = t1(ϕ,ψ)ψ̃ϕ(dw(ϕ,ψ)) = t2(ϕ,ψ).

Thus two linking systems are isomorphic if and only if [c] = 0.
Let L be a central linking system and σ̃ a lift of the section σ. Let [c] ∈

lim←−
2

Oc(F)
(ZF ) be any class. If t is the choice of elements corresponding to σ̃,

we can for any ϕ ∈ MorOc(F)(P,Q) and ψ ∈ MorOc(F)(Q,R) set t′(ϕ,ψ) =

t(ϕ,ψ)ψ̃ϕ(c(ϕ,ψ)). Then t′ is compatible with σ and uσ,t′ = dc · uσ,t = 1 as L
is a category. Similar to before there exists a central linking system Lc associated
to F with a section σ̃c such that the corresponding elements are exactly t′. If we
replace L with an isomorphic linking system or choose another representative for
c the above arguments imply that the change in t′ will be by a coboundary, so
the resulting linking system will be isomorphic to Lc. Thus we have a well-defined
action by lim←−

2

Oc(F)
(ZF ) on the set of isomorphism classes of central linking sys-

tems by setting [c][L] = [Lc]. The above results implies that this action is free and
transitive. �

6.2. Higher limits and Oc(F). The above proposition shows that the ability to
compute higher limits of functors over orbit categories is very useful in the study
of fusion systems. We recall the following definition of graded groups Λ∗(Γ;M),
which are central in the study of higher limits.

Definition 6.3. Let Γ be a finite group and M a Z(p)[Γ]-module. Let Op(Γ) be
the full subcategory of O(Γ) with object set the orbit Γ/P where P is a p-subgroup
of Γ. Let Z(p)-mod be the category of additive functors from Z(p) → Ab. Note
that this is in bijection with the category of Z(p)-modules. We define the functor
FM : Op(Γ)op → Z(p)-mod by FM (Γ/1) = M and FM (Γ/P ) = 0 for P 6= 1. The
morphism set AutOp(Γ)(Γ/1) = Γ, so we define the functor FM (γ) by the γ−1 action
on M . We then set

Λ∗(Γ;M) = lim←−
Op(Γ)

∗(FM ).

The following proposition is an example on how useful these groups are, since it
shows that for certain higher limits over the orbit category of a fusion system, we
may replace the category by Op(Γ)op for a suitable group Γ.

Proposition 6.4. Let F be a saturated fusion system over S. Let Φ: Oc(F)op →
Z(p)-mod, which vanishes except on the isomorphism class of some F-centric sub-
group Q ⊆ S. Then

lim←−
Oc(F)

∗(Φ) ∼= Λ∗(OutF (Q); Φ(Q)).

Proof. For an F-centric subgroup Q we have that Inn(Q) ∼= Q/Z(Q), hence given
two isomorphic F-centric subgroups Q and Q′ we have that OutF (Q) ∼= OutF (Q′).
We also have that Φ(Q) ∼= Φ(Q′) and the action of OutF (Q) on Φ(Q) corresponds
to the action of OutF (Q′) on Φ(Q′) under this isomorphism. Thus the groups
on the right hand side only change up to isomorphism when replacing Q by Q′,
hence we can without loss of generality assume that Q is fully normalized in F .
As F is saturated we have that AutS(Q) ∈ Sylp(AutF (Q)) and thus OutS(Q) ∈
Sylp(OutF (Q)). To simplify the notation we set Γ = OutF (Q) and Γp = OutS(Q).
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Note that the proposition now concerns comparing higher limits of functors over
the categories Oc(F) and Op(Γ). Let OΓp(Γ) be the full subcategory of Op(Γ)
on the orbits Γ/Γ′, where Γ′ ⊆ Γp. By Sylows theorems we have that every p-
subgroup Γ′′ of Γ is Γ-conjugate to a Γ′ ⊆ Γp, and if Γ′′g = Γ′ then the map
hΓ′′ 7→ hg−1Γ′ is a Γ-isomorphism from Γ/Γ′′ to Γ/Γ′. Hence the categories OΓp(Γ)
and Op(Γ) are equivalent. For any category C let the category of finite formal sums
be denoted Cq. Then by the orbit decomposition we see that Setp(Γ) = OP (Γ)q
is the category of finite Γ-sets, where all isotropy subgroups are p-groups, and the
morphisms are Γ-maps. As the inclusion i : OΓp(Γ) → Op(Γ) is an equivalence of
categories, we have that the same holds for the inclusion i : OΓp(Γ)q → Setp(Γ).
Let s : Setp(Γ)→ OΓp(Γ)q be an inverse.

We now want to define a functor ᾱ : OΓp(Γ)q → Oc(F)q. We set

ᾱ(Γ/Γ′) = NΓ′

S (Q) = {x ∈ NS(Q) | [cx] ∈ Γ′}

for any Γ′ ⊆ Γp = OutS(Q). Note that Γ′ = {[cx] | x ∈ NΓ′

S (Q)}. We have that
Q ⊆ NS(Q) and for any g ∈ Q we see that [cg] = 1 ∈ Γ′, hence NΓ′

S (Q) contains
the F-centric subgroup Q, and is therefore F-centric. A Γ-map f : Γ/Γ′ → Γ/Γ′′ is
determined by [ϕ] ∈ Γ such that f(Γ′) = [ϕ]Γ′′. The conditions for Γ-maps imply
that [ϕ]−1Γ′[ϕ] ⊆ Γ′′. Then for every x ∈ NΓ′

s (Q) we have that [ϕ−1◦cx◦ϕ] ∈ Γ′′. In
particular ϕ−1◦cx◦ϕ ∈ AutS(Q). AsQ is fully normalized this ensures the existence
of an extension ϕ̃−1 : HomF (NΓ′

S (Q), S) of ϕ−1. Then cϕ̃−1(x) = ϕ−1 ◦ cx ◦ ϕ
for any x ∈ NΓ′

S (S), so the image of ϕ̃−1 is contained in NΓ′′

S (Q). A different
choice of ϕ corresponding to f may only differ with an element in [cg] ∈ Γ′′, where
g ∈ NΓ′′

S (Q). Then extension of (ϕ ◦ cg)−1 is c−1
g ◦ ϕ̃−1, so the Γ-map f defines

a unique class [ϕ̃−1] ∈ MorOc(F)(N
Γ′

S (Q), NΓ′′

S (Q)). We set ᾱ(f) = [ϕ̃−1]. The
identity Γ-map corresponds to the identity in Γ and for Γ-maps f : Γ/Γ′ → Γ/Γ′′

and f ′ : Γ/Γ′′ → Γ/Γ′′′ corresponding to [ϕ] and [ϕ′] we see that the composition
f ′ ◦ f corresponds to [ϕ ◦ ϕ′]. From this we conclude that ᾱ is a functor.

Our next goal is a functor β : Oc(F)q → Setp(Γ). For any P ∈ Fc we have a well-
defined Γ action on RepF (Q,P ) be setting [ϕ] · [ψ] = [ψ◦ϕ−1] for [ψ] ∈ RepF (Q,P )
and [ϕ] ∈ Γ = OutF (Q). Assume for [ψ] ∈ RepF (Q,P ) we have that [ϕ] ∈ Γ lies
in the isotropy subgroup of [ψ]. Then [ψ ◦ ϕ−1] = [ψ] in RepF (Q,P ), so there
exists an x ∈ P such that ψ ◦ ϕ−1 = cx ◦ ψ. Then for any n > 0 we have that
ψ ◦ ϕ−n = cxn ◦ ψ. As P is a finite p-group we have that |x| = pm, so the equation
for n = pm is ψ ◦ ϕ−pm = ψ. As ψ is injective, we conclude that ϕ−p

m

= idQ, so
[ϕ] ∈ Γ has p order. Hence all the isotropy subgroups are p-subgroups of Γ. Note
that for any [χ] ∈ RepF (P, P ′) the map [ϕ] 7→ [χ◦ϕ] is a Γ-map from RepF (Q,P ) to
RepF (Q,P ′), hence we get a well-defined functor β : Oc(F)q → Setp(Γ) by setting
β(P ) = RepF (Q,P ) and β([χ]) = [χ] ◦ −.

We will now construct an isomorphism

MorOc(F)(ᾱ(Γ/Γ′), P )→ MorSetp(Γ)(i(Γ/Γ
′), β(P ))(2)

which is natural in Γ/Γ′ ∈ OΓp(Γ) and P ∈ Oc(F). Fix a Γ′ ⊆ Γp and P ∈ Oc(F).
As before Q ⊆ NΓ′

S (Q,P ), so we may consider the restriction

µ : RepF (NΓ′

S (Q), P )→ RepF (Q,P ).



FUSION SYSTEMS AND THEIR CLASSIFYING SPACES 29

By [10, Lemma A.8] we have that µ[ϕ] = µ[ϕ′] if there exists a y ∈ Z(Q) such that
ϕ = ϕ′ ◦ cy. Then

[ϕ] = [ϕ′] ◦ [cy] = [cϕ′(y)] ◦ [ϕ′] = [ϕ′],

hence µ is injective. As before we have Γ action on the set RepF (Q,P ). For any
[ϕ] ∈ RepF (NΓ′

S (Q), P ) and [cx] ∈ Γ′ we have that

[cx] · µ[ϕ] = [ϕ|Q ◦ cx−1 ] = [cϕ(x−1) ◦ ϕ] = [ϕ]

as x ∈ NΓ′

S (G). Thus we see that im(µ) ⊆ RepF (Q,P )Γ′ . Now we consider a
[ϕ] ∈ RepF (Q,P )Γ′ and x ∈ NΓ′

S (Q). Then [cx−1 ] ∈ Γ′ and

[ϕ] = [cx−1 ] · [ϕ] = [ϕ ◦ cx]

so ϕcxϕ
−1 ∈ Inn(P )|ϕ(Q) ⊆ AutS(ϕ(Q)). As Q is fully normalized, it is fully

centralized. Since Q is F-centric, the same holds for ϕ(Q) and CS(Q) = Z(Q) ∼=
Z(ϕ(Q)) = CS(ϕ(Q)), hence ϕ(Q) is fully centralized as well. As NΓ′

S (Q) ⊆ Nϕ we
conclude that there exists an extension ϕ̃ ∈ HomF (NΓ′

S (Q), S) of ϕ. For x ∈ NΓ′

S (Q)
we have that ϕ◦cx = cϕ̃(x)◦ϕ, so by the above [ϕ] = [cϕ̃(x)◦ϕ] in RepF (Q,P ). This
implies that there exists a y ∈ P such that ϕ̃(x)y ∈ CS(ϕ(Q)) ⊆ ϕ(Q) ⊆ P . Hence
the image of ϕ̃ is contained in P , so we may consider [ϕ̃] ∈ RepF (NΓ′

S (Q), P ). Then
µ[ϕ̃] = [ϕ], so µ is a bijection between RepF (NΓ′

A (Q), P ) and RepF (Q,P )Γ′ .
For any x ∈ RepF (Q,P )Γ′ the map fx : Γ/Γ′ → RepF (Q,P ) given by fx(γΓ′) =

γ ·x is a well-defined Γ-map, and conversely for every Γ-map f : Γ/Γ′ → RepF (Q,P )

we have that f(Γ′) ∈ RepF (Q,P )Γ′ , hence we have established a bijection

µ0 : RepF (NΓ′

S (Q), P ) ∼= MapΓ(Γ/Γ′,RepF (Q,P ))

by [ϕ] by mapping to γΓ′ 7→ γ · [ϕ|Q]. This bijection is clearly natural in the
second variable with respect to morphisms RepF (P, P ′), since this is simply post-
composition. To see that it natural in the first variable consider f ∈ MorOΓp (Γ)(Γ/Γ

′,Γ/Γ′′)

given by f(Γ′) = [ϕ]Γ′′ and [ψ] ∈ RepF (NΓ′

S (Q), P ), then µ0([ψ]) ◦ f is given by
Γ′ 7→ [ψ|Q ◦ϕ−1] while µ◦ ᾱ(f) is given by Γ′ 7→ [(ψ ◦ ϕ̃−1)|Q]. As ϕ̃ is an extension
of ϕ ∈ Aut(Q) the result follows.

As i is an equivalence of categories we have a bijection

MorSetp(Γ)(i(s(X)), β(P )) ∼= MorSetp(Γ)(X,β(P ))(3)

which is natural in the first variable. It is also natural in the second variable as
before. We set α = ᾱ ◦ s : Setp(Γ) → Oc(F)q. Then we get directly from (2) and
(3) that the functors α and β are adjoint.

For any category C we let C-mod be the category of functors Cop → Ab. Any
functor F from C to C′ will induce a functor from C′-mod → C-mod by pre-
composition with F op. Thus we have functors α∗ : (Oc(F)q)-mod → Setp(Γ)-mod
and β∗ : Setp(Γ)-mod → (Oc(F)q)-mod induced by α and β. As α and β are ad-
joint, the same holds for α∗ and β∗. The category Cq-mod contains a subcategory
of functors F satisfying that F (

∐
i ci) = ⊕iF (ci) and similarly for morphisms and

natural transformations. This subcategory is equivalent to C-mod. As both func-
tors α and β on a formal sum is defined as the formal sum of the images, we see
that α∗ and β∗ are functors between the subcategories of this form. Thus using
this equivalence we get adjoint functors between Op(Γ)-mod and Oc(F)-mod. If

F1
τ - F2

σ - F3
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is an exact sequence in Oc(F)-mod and X ∈ Op(Γ) with α(X) =
∐
i Pi, then

Fj(α(X)) = ⊕iFj(Pi) and

F1(Pi)
τ(Pi)- F2(Pi)

σ(Pi)- F3(Pi)

is exact for all i. As τ(αX) = ⊕i(τ(Pi)), we get that the sequence

F1 ◦ α
τ ◦ α- F2 ◦ α

σ ◦ α- F3 ◦ α

is exact as well, hence α∗ preserves exact sequences. A similar argument holds
for β∗. As β∗ is a functor it thus preserves split exact sequences, and as injective
objects can be characterized by split exact sequences, we conclude that β∗ sends
injectives to injectives.

Consider α∗Φ ∈ Op(Γ)-mod. As s(Γ/1) = Γ/1 we have that

α(Γ/1) = ᾱ(Γ/1) = N1
S(Q) = {x ∈ NS(Q) | cx ∈ Inn(Q)} = Q,

hence α∗Φ(Γ/1) = Φ(Q). Observe that AutOp(Γ)(Γ/1) = Γ = OutF (Q) and
α([ϕ]) = [ϕ−1]. The same holds for αop so we see that α∗Φ([ϕ]) = Φ([ϕ−1]),
which is the action of [ϕ] on Φ(Q). If Γ′ ⊆ Γ is a non-trivial p-subgroup, then
s(Γ/Γ′) = Γ/Γ′′ where Γ′′ is isomorphic to Γ′. In particular Γ′′ 6= 1, so there exists
an x ∈ NΓ′′

S (Q) so cx /∈ Inn(Q), i.e. x /∈ Q. Then Q ( NΓ′′

S (Q), so NΓ′′

S (Q) is not
F-conjugate to Q. Hence we have that α∗Φ(Γ/Γ′) = Φ(NΓ′′

S (Q)) = 0. Thus we
conclude that α∗Φ = FΦ(Q), where we consider Φ(Q) as a Z(p)[Γ]-module.

Let Z be the constant functor on Oc(F)op sending all objects to Z and all mor-
phisms to the identity on Z. As α sends objects of Op(Γ) to objects in Oc(F) and
not a formal sum, we see that α∗(Z) is the constant functor on Op(Γ)op. For any
D ∈ C-mod, where C is either Oc(F) or Op(Γ) we have that

lim←−
C

0(D) ∼= HomC-mod(Z, D).

Let I∗ be a injective resolution of α∗Φ. Then we may compute the higher limits
as the cohomology of HomOp(Γ)-mod(α

∗(Z), I∗). As β∗ respects exact sequences
and sends injectives to injectives we have that β∗I∗ is an injective resolution of
β∗(α∗Φ), so we can compute the higher limits of β∗(α∗Φ) as the cohomology of
HomOc(F)-mod(Z, β∗I∗). As the adjunction between α and β is natural in both
entries, the same holds for the induced functors α∗ and β∗ between Op(Γ)-mod
and Oc(F)-mod, hence the adjunction induces an isomorphism between the chain
complexes HomOp(Γ)-mod(Z, β∗I∗) and HomOc(F)-mod(α

∗Z, I∗). Thus we see that for
any i,

lim←−
Oc(F)

i(β∗α∗Φ) ∼= Hi(HomOc(F)-mod(Z, β∗I∗)) ∼= Hi(HomOp(Γ)-mod(α
∗Z, I∗)

∼= lim←−
Op(Γ)

i(α∗Φ) = Λi(Γ; Φ(Q)).

It is therefore sufficient to prove that β∗(α∗Φ) ∼= Φ.
For any P ⊆ S which is F-centric we choose m ∈ N and ϕi ∈ RepF (Q,P ) for

1 ≤ i ≤ m such that RepF (Q,P ) =
∐m
i=1 Γ · ϕi is a orbit decomposition with

respect to the Γ-action. For any 1 ≤ i ≤ m let Γϕi be the isotropy subgroup of ϕi.
Then the orbit Γ ·ϕi is isomorphic to Γ/Γϕi . For any [ψ] ∈ OutP (ϕ̄i(Q)), where ϕ̄i
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is a representative for the class ϕi. We see that

[ϕ̄−1
i ◦ ψ ◦ ϕ̄i] · [ϕ̄i] = [ψ−1 ◦ ϕ̄i] = [ϕ̄i]

as ψ is an element of Inn(P ), hence ϕ−1
i (OutP (ϕ̄i(Q)))ϕi ⊆ Γϕi . Assume that

ϕ̄i(Q) is a proper subgroup of P . Then by results of finite p-groups we have that
there exists x ∈ NP (ϕ̄(Q))\ϕ̄i(Q). As Q is F-centric we conclude that CS(ϕ̄i(Q)) =
ϕ̄i(Q), so we have that cx /∈ Inn(ϕ̄i(Q)). Then the class [cx] ∈ AutP (ϕ̄i(Q)) is non-
trivial, so AutP (ϕ̄i(Q)) 6= 1 and similarly we have that ϕ−1

i (OutP (ϕ̄i(Q)))ϕi 6= 1.
Thus we conclude that Γϕi 6= 1.

Assume that P is not F-conjugate to Q. Then ϕ̄i(Q) 6= P for all 1 ≤ i ≤ m,
so Γϕi 6= 1 for all 1 ≤ i ≤ m. By the previous results we have that α∗Φ(Γ · ϕi) ∼=
α∗Φ(Γ/Γϕi) = 0, and therefore β∗(α∗(Φ(P ))) = 0. Assume that P is F-conjugate
to Q, and let ϕ ∈ RepF (Q,P ). Then for any ψ ∈ RepF (Q,P ) we have that
ψ−1 ◦ ϕ ∈ Γ and (ψ−1 ◦ ϕ) · ϕ = ψ, hence RepF (Q,P ) = Γ · ϕ. Furthermore
for any ψ ∈ Γ we have that ϕ = ψ · ϕ = ϕ ◦ ψ−1 implies that ψ = 1 as ϕ is a
bijection. Hence RepF (Q,P ) consists of only one free orbit and thus we have that
s(RepF (Q,P )) = Γ/1. Then the natural isomorphism between idOp(Γ) and i◦s will
provide an isomorphism iP between RepF (Q,P ) and Γ/1, which is natural with
respect to β(RepF (P, P ′)) if P ′ is F-conjugate to Q. We choose for any P which
is F-conjugate to Q a ϕP ∈ RepF (P,Q) such that iP (ϕP ) = 1Γ. Then for any
ψ ∈ RepF (P, P ′) where both P and P ′ are F-conjugate to Q the following diagram
commutes:

RepF (Q,P )
iP - Γ

RepF (Q,P ′)

β(ψ)

? i′P - Γ

s(β(ψ))

?

The commutativity of the diagram combined with the fact that the i’s are isomor-
phisms implies that s(β(ψ)) : Γ→ Γ is the Γ-map given by 1 7→ (ϕ−1

P ◦ψ−1◦ϕP ′) ·1.
We now see that α(β(ψ)) = ϕ−1

P ′ ◦ ψ ◦ ϕP , so the following diagram commutes in
Oc(F):

α(β(P )) = Q
ϕP - P

α(β(P ′)) = Q

α(β(ψ))

? ϕ′P - P ′

ψ

?

By applying Φ to the corresponding diagram in the opposite category, we get iso-
morphisms Φ(P ) → β∗(α∗(Φ(P ))) for any P F-conjugate to Q, which are natural
with respect to morphisms in RepF (P, P ′), if P ′ is F-conjugate to Q. As both
β∗(α∗(Φ)) and Φ are trivial for any P ∈ Fc not F-conjugate to Q the uniqueness
of module morphisms, where either the source or target is trivial, implies that this
can be extended to a natural isomorphism of functors Φ and β∗(α∗(Φ)). �
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6.3. Projective summands in the Steinberg complex. We will in this chapter
analyze the projective summands of the Steinberg complex to give some simple
requirement for the vanishing of Λ∗. We consider the following complex:

Definition 6.5. For any finite group G let Sp(G) be the category of p-subgroups
where the morphisms are inclusions. Then we set st∗(G) called the Steinberg com-
plex of G to be the reduced normalized simplical chain complex C̃∗(|Sp(G)|,Z(p)).

A reformulation of a special case of [18, Theorem 1.1.] is that for any Z(p)-module
M we have that Λi(G,M) ∼= Hi−1(HomG(st∗(G),M). Thus, to compute the higher
limits of the form Λ∗ we will investigate the structure of the Steinberg complex. By
[35, Theorem 2.7.1] we conclude that st∗(G;Zp) = D∗ ⊕ P∗, where D∗ is a Zp[G]-
split acyclic complex and P∗ is a complex of projective Zp[G]-modules. The ring of
p-adic integer Zp is a complete discrete valuation ring. When G is a finite group,
we have that the Zp-algebra Zp[G] is a finitely generated Zp-module, hence Krüll-
Schmidts Theorem holds for Zp[G]-modules by [13, Theorem 6.12]. This also holds
for bounded chain complexes of Zp[G]-modules. So there exists a unique minimal
P∗ with this property. We denote this s̃t∗(G;Zp).

Note that Hi−1(HomG(st∗(G),M)) = Hi−1(HomG(s̃t∗(G),M)) for any Zp[G]-
module M , so for our purpose we need to investigate which projective modules
may occur in P∗. The following lemma will be central in this regard.

Recall that for a R-module M the socle of M , writtenSoc(M), is the sum of
all semi-simple submodules of M . Dually the radical of M , written Rad(M), is
the intersection of all submodules with semi-simple quotients, and we have that
the head of M is M/Rad(M). Any f : M → N of R-modules satisfies that
f(Soc(M)) ⊆ Soc(N) and f(Rad(M)) ⊆ Rad(N). When M is semi-simple we
have that Soc(M) = M so we note that HomR(M,N) = HomR(M, Soc(N)) when-
ever M is semi-simple. Similar if M is semi-simple then Rad(M) = 0, so for
any f : N → M we have that f(Rad(N)) = 0, and thus we get a bijection
HomR(N,M) = HomR(N/Rad(N),M).

In our case R will be group-rings k[G], where k is a field and G is a finite
group. Let PS be the projective cover over k[G] of a simple nontrivial k[G]-module
S. Then both the socle and head of PS is isomorphic to S by [5, Proposition
3.1.2]. As a simple module T is semi-simple as well the above remarks implies that
HomG(T, PS) = HomG(T, S) and HomG(PS , T ) = HomG(S, T ). As both S and
T are simple, a k[G]-morphism between them is either an isomorphism or trivial,
so we conclude that HomG(T, PS) and HomG(T, PS) are nontrivial if and only if
T ∼= S and in this case we can identify it with EndG(T ).

Lemma 6.6. Let k be a field of characteristic p, and assume that H is a subgroup
of a finite group G. Let S be a simple k[G]-module and let T be a simple k[H]-
module. Let PS and PT be the respective projective covers. Then [EndG S : k] times
the multiplicity of PS in T ↑GH equals [EndH T : k] times the multiplicity of PT in
S ↓GH
Proof. As the field k is a complete discrete valuation ring, the Krüll-Schmidt The-
orem holds for the group ring k[G] by [13, Theorem 6.12]. Thus every k[G]-module
has a unique decomposition as a finite direct sum of indecomposable modules. Let
Ω0(M) be the direct sum of all the non-projective indecomposable components.
Then Ω0(M) does not contain any projective summands, and M = Ω0(M) ⊕ P ,
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where P is projective. By [34, Chapter 14.3. Corollary 1] we have that the in-
decomposable projective k[G]-modules are exactly the projective covers of simple
k[G]-modules. Furthermore, [34, Chapter 14.3. Proposition 41] implies that two
projective covers are isomorphic if and only if the corresponding simple modules
are isomorphic.

Write S ↓GH= Ω0(S ↓GH) ⊕ (⊕S̃mS̃PS̃), where S̃ are distinct simple non-trivial
k[H]-modules and mS̃ is the multiplicity of the projective cover PS̃ . Then the co-
kernel of the inclusion HomH(T,Ω0(S ↓GH)) ↪→ HomH(T, S ↓GH) can be identified
with HomH(T,⊕S̃mS̃PS̃). As noted for S̃ 6= T we have that HomH(T, PS̃) = 0, so
we see that

dimk HomH(T,⊕S̃mS̃PS̃) = dimk HomH(T,mTPT ) =
∑
mT

dimk HomH(T, PT )

= mT dimk HomH(T, T ) = mT dimk EndH(T )

Thus we conclude that the multiplicity mT of PT in S ↓GH times [EndH(T ) : k] is
the dimension of co-kernel of HomH(T,Ω0(S ↓GH)) ↪→ HomH(T, S ↓GH) over k. By a
similar argument we conclude that the multiplicity of PS in T ↑GH times [EndG(S) :
k] is the k-dimension of co-kernel of HomG(Ω0(T ↑GH), S) ↪→ HomG(T ↑GH , S).
By Frobenius reciprocity [5, Proposition 3.3.1] we have that HomG(T ↑GH , S) ∼=
HomH(T, S ↓GH), so the result follows if HomG(Ω0(T ↑GH), S) ∼= HomH(T,Ω0(S ↓GH
)), since we get a bijection between the co-kernels. The way will be through the
stable module category.

Let α ∈ Ω0(T ↑GH)→ S be a k[G]-map that factors trough a projective module P ,
i.e. there exist k[G]-maps α′ : Ω0(T ↑GH)→ P and β : P → S, such that α = β ◦ α′.
Assume that α is non-trivial. Then β must be non-trivial as well. Since S is simple,
we conclude that β is surjective. Let ψ : PS → S be the epimorphism from the
definition of projective cover. As P is projective there exists a ψ̃ : P → PS , such
that ψ ◦ ψ̃ = β. By setting α̃ = ψ̃ ◦ α′ : Ω0(T ↑GH) → PS we see that α factors
through PS via α̃ and the essential homomorphism ψ. As α is non-trivial we have
that α is surjective. Assume that α̃ is not surjective, then im(α̃) 6= PS so by
definition of essential homomorphism we conclude that im(α) = im(ψ ◦ α̃) 6= S and
a contradiction arises since α is surjective. Hence we conclude that α is trivial.

Let f, g ∈ HomG(T ↑GH , S) and assume that they agree on the non projective
summand Ω0(T ↑GH). Then f−g is trivial on Ω0(T ↑GH), so using the projection onto
the projective summand, we conclude that f−g factors trough a projective module.
Similarly let f, g ∈ HomG(T ↑GH , S) such that f − g factors trough a projective
module, then the same holds for f−g restricted to Ω0(T ↑GH). So by the above f = g
on Ω0(T ↑GH). Thus f and g determine the same class in HomG(T ↑GH , S) if and only
if they agree on Ω0(T ↑GH), hence we have a bijection between HomG(T ↑GH , S) and
HomG(Ω0(T ↑GH), S). A dual argument gives a bijection from HomH(T, S ↓GH) to
HomH(T,Ω0(S ↓GH)). The result now follows by Frobenius reciprocity in the stable
module category [1, page 74]. �

We know that the ring of p-adic integer Zp is a local ring with factor ring Fp.
By Proposition [34, Proposition 42, 4.14], we now conclude that there is a bijec-
tion between projective Fp[G]-modules and projective Zp[G]-modules. Using the
correspondence and the above lemma, we get:
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Proposition 6.7. Let PS be the projective module over Zp[G] corresponding to the
projective cover over Fp[G] of a simple Fp[G]-module S. Assume that PS appears
as a summand in s̃tm(G;Zp). Then the following holds:

(1) No elements of order p in G act trivially on S.
(2) There exists an elementary abelian p-subgroup V of G with rkV ≥ m + 1

such that S ↓SCS(V ) contains the projective cover PFp of the trivial Fp[CS(V )]-
module Fp. Furthermore, dimFp S ≥ |CS(V )|p ≥ pm+1.

Proof. As s̃tm(G) is a G-set, the orbit decomposition implies that s̃tm(G;Zp) =⊕
i Zp[G/Gσi ] for some σi ∈ |Sp(G)|m. The projective cover over Fp[G] of S is

irreducible, so by [34, Corollary 1 4.14] we have that PS is irreducible. As PS is a
summand of s̃tm(G;Zp), there exists some σ ∈ |Sp(G)|m such that PS is a direct
summand of Zp[G/Gσ]. Then the projective cover P̃S = PS/pPS of the simple
Fp[G]-module S is a direct summand of Fp[G/Gσ].

Set K = ker(G → Aut(S)) and assume that there exists an element of order p
in K. We have that σ corresponds to a chain P0 ⊆ · · · ⊆ Pm of p-subgroups of G.
Let P be a Sylow-p-subgroup of G containing the chain. A Sylow-p-subgroup of K
is maximal among the groups P̃ ∩K, where P̃ ∈ Sylp(G). As G acts transitively
on Sylp(G) by conjugation and K is normal in G, we see that the groups P̃ ∩ K
all agree. In particular P ∩ K ∈ Sylp(K). As there exists element of order p in
K we conclude that P ∩K 6= 1. Then P ∩K is a normal subgroup of a p-group,
so it has nontrivial intersection with the center Z(P ). Let g ∈ K ∩ Z(P ) be non-
trivial. Then g ∈ NG(Pi) for 0 ≤ i ≤ m, so g ∈

⋂m
i=1NG(Pi) = Gσ. Let Fp be

the trivial Fp[Gσ]-module. In particular it is a simple module. As both S and
Fp are nontrivial modules, we have that both [EndG(S);Fp] and [EndGσ (Fp);Fp]
are non-zero. Furthermore the induced representation Fp ↑GGσ= Fp[G/Gσ], so the
multiplicity of P̃S as a summand in Fp[G/Gσ] is non-zero. Lemma 6.6 now implies
that the multiplicity of the projective cover PFp of Fp in S ↓GGσ is non-trivial. Then
S ↓GGσ contains a projective summand F , which is a direct summand of a free
Fp[Gσ]-module. As Fp[Gσ] ↓Gσ〈g〉∼=

⊕
[Gσ:〈g〉] Fp[〈g〉], we conclude that F ↓Gσ〈g〉 is a

direct summand of a free Fp[〈g〉]-module and thus projective. So restriction S ↓G〈g〉
contains the projective summand F ↓Gσ〈g〉 . Since g ∈ K the action of 〈g〉 on S ↓G〈g〉 is
trivial, hence the action on every direct summand is trivial. But F ↓Gσ〈g〉 is a direct
summand of a free Fp[〈g〉]-module, so the 〈g〉-action is free as well. Hence 〈g〉 = 1
and a contradiction arises.

Let Ap(G) be the category of non-trivial elementary abelian p-subgroups of S
with inclusion. By [31, Proposition 2.1] the inclusion |Ap(G)| to |Sp(G)| is a ho-
motopy equivalence. Furthermore it respects the G-action, so the chain complexes
C̃∗(|Ap(G)|;Z(p)) and st∗(G) are G-homotopy equivalent. Thus C̃∗(|Ap(G)|;Z(p))⊗
Zp and st∗(G;Zp) are Zp[G]-homotopy equivalent. Let f∗ be a chain homotopy
equivalence. Then H∗(f) is an isomorphism.

The [35, Theorem 2.7.1] holds for C̃∗(|Ap(G)|;Z(p))⊗ Zp as well. Let P̃∗ be the
minimal projective module, such that C̃∗(|Ap(G)|;Z(p)) ⊗ Zp is the direct sum of
P̃∗ and an acyclic split complex. Then the induced map H∗(P̃∗)→ H∗(s̃t∗(G;Zp))
from f∗ must be an isomorphism, since the other two summand are acyclic. An
argument similar to [6, Lemma 5.17.1.] gives a splitting of P̃∗ = C ′∗ ⊕ P ′∗ and
s̃t∗(G;Zp) = D′∗ ⊕Q′∗, where P ′∗ and Q′∗ are exact sequences of projective modules
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and the restriction of f from C ′∗ → D′∗ is an isomorphism. As P̃∗ and s̃t∗(G;Zp)
are projective chain-complexes, the same is true for C ′∗ and D′∗. The minimality
requirements on P̃∗ and s̃t∗(G;Zp) imply that both P ′∗ and Q′∗ are trivial, so we
conclude that P̃∗ and s̃t∗(G;Zp) are isomorphic. By the uniqueness part of the
Krüll-Schmidt theorem we conclude that PS is a projective summand of P̃∗ as well.

Similar to before, we see that there exists some σ ∈ |Ap(G)|m such that PS is
a direct summand of Zp[G/Gσ]. Let σ be given by the non-degenerate m-simplex
P0 ⊆ P1 · · · ⊆ Pm in Ap(G). As this containsm strict inclusions between non-trivial
elementary abelian p-groups, we conclude that V = Pm is an elementary abelian
p-subgroup of G with rkV ≥ m + 1. Note that V ⊆ CS(V ) so |CS(V )|p ≥ pm+1.
By an argument similar to the one used in (a), we see that S ↓GGσ contains the
projective cover PFp of the trivial Fp[Gσ]-module Fp as a direct summand. As
CG(V ) ⊆ NG(Pi) for 1 ≤ i ≤ m we have that CG(V ) ⊆

⋂m
i=1NG(Pi) = Gσ. Then

the further restriction S ↓GCG(V ) contains the projective module PFp ↓
Gσ
CG(V ) as a

direct summand.
By the above we have that if P is a projective Fp[Q]-module, where Q is finite

group, then P ↓PR is a projective Fp[R]-modules forR ∈ Sylp(Q). For a finite p-group
R the ring Fp[R] is local, hence the only projective Fp[R]-modules are the free ones
by [25, Theorem 2], and thus P ↓PR= Fp[R]n for some n. Then dimFp(Fp[R]) = |R|
is a divisor of dimFp(P ↓PR). Note that dimFp(P ↓PR) = dimFp P .

Combining these results we conclude that

dimFp S ≥ dimFp PFp ≥ |CG(V )|p ≥ pm+1.

�

For any finite group G and any field k, we have that k[G] is a finitely generated
k-algebra, so k[G] is Artinian. Then every finitely generated k[G]-moduleM is both
Artinian and Noetherian. The Jordan-Hölder theorem implies it has a finite filtra-
tion with simple quotients. For a simple k[G]-module S and an finitely generated
k[G]-module M we observe that if none of the simple sub-quotients from the filtra-
tion are isomorphic to S, then there exist no non-trivial elements of HomG(S,M).
Then by induction on the length of the filtration with simple quotients we conclude
for finitely generated k[G]-modules N and M that if HomG(N,T ) = 0 for every
simple sub-quotient in the filtration of M , then we have that HomG(N,M) = 0.

Corollary 6.8. Let G be a finite group and M a finitely generated Zp-module.
Assume that there exists a filtration 0 = M0 ⊆ M1 ⊆ · · · ⊆ Mm = M of M such
that for each 1 ≤ i ≤ m we have that either

(1) ker(G→ Aut(Mi/Mi−1)) has order divisible by p.
(2) The module Mi/Mi−1 is generated over Zp by strictly less than pk elements,

or
Then HomG(s̃tk−1(G),M) = 0 and Λk(G;M) = 0.

Proof. First note that as s̃tk−1(G) is a projective Zp-module, we have that the
functor HomG(s̃tk−1(G),−) is exact. Then for any 1 ≤ i ≤ m by applying this
functor to the short exact sequence 0 → Mi−1 → Mi → Mi/Mi−1 → 0 we get the
exact sequence

HomG(s̃tk−1(G),Mi−1)→ HomG(s̃tk−1(G),Mi)→ HomG(s̃tk−1(G),Mi/Mi−1).



36 ISABELLE LAUDE

Since the filtration is finite, we deduce that it is sufficient to show that for all
1 ≤ i ≤ m we have HomG(s̃tk−1(G),Mi/Mi−1) = 0.

Let 1 ≤ i ≤ m and set N = Mi/Mi−1. As M is a Noetherian module, we have
that N is a finitely generated Zp-module. Consider the exact sequence

N
·p - N - N/pN - 0

of Zp-modules. Then

HomG(s̃tk−1(G), N)
·p- HomG(s̃tk−1(G), N) - HomG(s̃tk−1(G), N/pN) - 0

is also exact. Assume that HomG(s̃tk−1(G), N/pN) = 0. As G is a finite group,
we have that s̃tk−1(G) is a finitely generated Zp-module. Since N is also a finitely
generated Zp-module, we conclude that it is true for HomG(s̃tk−1(G), N) as well.
Note that Zp is a commutative local ring with maximal ideal pZp. The above
exact sequence implies that (pZp) HomG(s̃tk−1(G), N) = HomG(s̃tk−1(G), N). By
Nakayama’s Lemma we now see that HomG(s̃tk−1(G), N) = 0. So it is sufficient to
show that HomG(s̃tk−1(G), N/pN) = 0. Set N̄ = N/pN .

By Proposition 6.7 we have that the projective summands in s̃tk−1(G) are of
the form PS where P̄S = PS/pPS is the projective cover of a simple Fp[G]-module
S. We now consider HomG(PS , N̄). Assume that HomG(PS , N̄) 6= 0. For any f ∈
HomG(PS , N̄) we have that f(pPS) ⊆ p(N̄) = 0, hence we get a bijection between
HomG(PS , N̄) and HomG(P̄S , N̄), so HomG(P̄S , N̄) 6= 0. Note that both P̄S and
N̄ have a structure as Zp/(pZp)[G] = Fp[G]-modules. Furthermore they are both
finitely generated as Fp[G]-modules as well. By the previous observation this implies
that there exists a simple sub-quotient of N̄ called T , such that HomG(P̄S , T ) 6= 0.
As T is simple we conclude that 0 6= HomG(Soc(P̄S), T ) = HomG(S, T ) and thus
S ∼= T as Fp[G]-modules. If (1) holds then ker(G→ Aut(N)) contains elements of
order p, thus the same is true when we replace N with N̄ and any sub-quotient T
of N/pN . So ker(G → Aut(S)) has an element of order p. If (2) holds, then N is
generated over Zp by strictly less than pk elements, so N̄ is generated by strictly
less than pk over Fp. As this is true for any sub-quotient of N̄ , we conclude

dimFp(S) ≤ dimFp(N) < pk.

Both conditions give a contradiction in relation with Proposition 6.7, so we conclude
that HomG(PS , N̄) = 0. As this holds for any projective summand of s̃tk−1(G), we
get that HomG(s̃tk−1(G), N̄) = 0 and the result follows by the previous reductions.

As noted we have that Λk(G,M) ∼= Hk−1(HomG(st∗(G),M)), which is a quotient
of HomG(s̃tk−1(G),M), we conclude that it is trivial as well. �

6.4. Consequences. As Oc(F) is a finite category, we will now show when a func-
tor Oc(F) → Z(p)-mod vanishes in terms of the groups Λ, as described in the
following corollary.

Corollary 6.9. Let F be a saturated fusion system over a p-group and

F : Oc(F)op → Z(p)-mod

be a functor. If for some i we have that Λi(OutF (P ), F (P )) = 0 for all P ∈ Fc,
then lim←−

i

Oc(F)
F = 0.
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Proof. Let F : Oc(F)op → Z(p)-mod be a functor and let P1, . . . ,Pn be the F-
conjugacy classes in Oc(F) ordered after the size of the subgroups they contain,
i.e. if P ∈ Pj and P ′ ∈ Pk with j ≤ k, then |P | ≤ |P ′|. We now set for 1 ≤ j ≤ n

Fj : Oc(F)op → Z(p)-mod to be given by Fj(P ) is F (P ) if P ∈
⋃j
k=1 Pk and 0 oth-

erwise, and for ψ ∈ RepF (P, P ′) with both P, P ′ ∈
⋃j
k=1 Pk we set Fj(ψ) = F (ψ)

and else the 0-morphism. Note that for a ψ ∈ RepF (P, P ′) either P and P ′ are F-
conjugate or |P | < |P ′|. Thus the ordering of the F-conjugacy classes implies that if
ψ ∈ RepF (P, P ′) and P /∈

⋃j
k=1 Pk, that P ′ /∈

⋃j
k=1 Pk. Then Fj as defined above

preserves composition of functors and thus it is a functor itself. Let for 1 ≤ j ≤ n
F̃j : Oc(F)op → Z(p)-mod be the restriction of F to the conjugacy class Pj . Note
that F̃1 = F1. By Proposition 6.4 we have that lim←−

i

Oc(F)
F̃j ∼= Λi(OutF (Q); F̃j(Q))

for any Q ∈ Pj . By the assumptions we conclude that lim←−
i

Oc(F)
F̃j = 0 for every

1 ≤ j ≤ n.
For every 1 < j ≤ n we have a short exact sequence of functors 0 → Fj−1 →

Fj → F̃j → 0. From the long exact sequence of higher limits we get that for every
i there is an exact sequence

lim←−
Oc(F)

i(Fj−1)→ lim←−
Oc(F)

i(Fj)→ lim←−
Oc(F)

i(F̃j),

hence lim←−
i

Oc(F)
(Fj) = 0 if the other two are zero. As both lim←−

i

Oc(F)
F̃j = 0 for all j

and lim←−
i

Oc(F)
F1 = 0, we conclude that lim←−

i

Oc(F)
F̃n = 0. But Fn = F , so the result

follows. �

Definition 6.10. A category C has bounded limits at a prime p if there exists an
integer d, such that for every functor Φ: Cop → Z(p)-mod we have that lim←−

i(Φ) = 0
for i > d.

Corollary 6.11. Let F be a saturated fusion system. Then the category Oc(F)
has bounded limits at p.

Proof. For any finite group G let E(G) be the maximal rank of an elementary
abelian subgroup of G. Set N = max{E(OutF (P )) | P ∈ Fc}. Then N is a
integer. We will now prove that for any functor F : Oc(F)op → Z(p)-mod we have
that lim←−

i

Oc(F)
(F ) = 0 for i > N . By Corollary 6.9 it is sufficient to show that for

every Q ∈ Fc and Z(p)[OutF (Q)]-module M , we have that Λi(OutF (Q);M) = 0.
A reformulation of [18, Theorem 1.1] is with the notation from the previous chapter

Λi(OutF (Q),M) ∼= Hi−1(HomOutF (Q)(s̃t∗(OutF (Q)),M)).

Every elementary abelian subgroup of OutF (P ) has rank at most N . So for i ≥ N
there exists no elementary abelian subgroup of OutF (P ) of rank i + 1 and thus
by Proposition 6.7 we have that s̃ti(OutF (Q)) has no indecomposable projective
summands. Since s̃ti(OutF (Q)) is projective, we conclude that s̃ti(OutF (Q)) = 0.
Then the isomorphism implies that Λi(OutF (Q),M) = 0 for any i > N . �

Corollary 6.12. Let F be a saturated fusion system over a p-group S. If rkp(S) <
p3, then there exists a central linking system associated to F . If rkp(S) < p2 there
exists a unique central linking system associated to F .



38 ISABELLE LAUDE

Proof. Assume that rkp(S) < pn for a n ∈ N. Let Q ∈ Fc. Since Z(Q) is
a p-subgroup of S, we have that rkp(Z(Q)) < pn. Thus Z(Q) is generated by
strictly less than pn elements as a module over Z(p). Corollary 6.8 implies that
Λi(OutF (Q),Z(Q)) = 0 for all i ≥ n. As ZF (Q) = Z(Q), Lemma 6.9 now implies
that lim←−

i

Oc(F)
(ZF ) = 0 for all i ≥ n. If n = 3, then lim←−

3

Oc(F)
(ZF ) = 0, so the

class η(F) from Proposition 6.2 is zero, and thus there exists a central linking sys-
tem associated to F . If n = 2, then lim←−

3

Oc(F)
(ZF ) = 0 and lim←−

2

Oc(F)
(ZF ) = 0, so

Proposition 6.2 implies that there exists a unique central linking system associated
to F . �

Definition 6.13. Let F be a fusion system over S. Then a subgroup P ⊆ S is
F-radical, if OutF (P ) contains no normal nontrivial p-subgroups.

Lemma 6.14. Let F be saturated fusion system over a finite group S. Let F0 ⊆ Fc
be a full subcategory containing all F-radical subgroups of S. Furthermore assume
that F0 is closed under taking F-centric over-groups, in the sense that if P ⊆ P ′ ⊆ S
with P ∈ Ob(F0) and P ′ ∈ Ob(Fc), then P ′ ∈ Ob(F0). Let i : O(F0)→ Oc(F) be
the inclusion. Then for any functor F : Oc(F)op → Z(p)-mod the inclusion induces
an isomorphism lim←−

∗
Oc(F)

F to lim←−
∗
O(F0)

F ◦ iop.

Proof. For any F : Oc(F)op → Z(p)-mod let F0 : Oc(F)op → Z(p)-mod be given by
F0(P ) = F (P ), if P ∈ Ob(F0) and zero otherwise and similarly for morphisms. The
over-group condition implies that F0 respects the composition and thus is a functor
itself. The inclusion of O(F0) into Oc(F) gives an isomorphism of lim←−

∗
Oc(F)

F0 and
lim←−
∗
O(F0)

F ◦ iop. Similarly let F/F0 : Oc(F)op → Z(p)-mod be given by F0(P ) =

F (P ), if P ∈ Ob(Fc) \ Ob(F0) and zero otherwise and similarly for morphisms.
As Ob(Fc) \ Ob(F0) is closed under taking under groups, this implies that F/F0

respects the composition and is a functor. Note for any P ∈ Ob(Fc) \ Ob(F0)
we have that OutF (P ) is not p-reduced. By [24, Proposition 6.1.(ii)] we see that
Λ∗(OutF (P );F (P )) = 0, so using Lemma 6.9 we conclude lim←−

∗
Oc(F)

(F/F0) = 0. By
construction we have a short exact sequence of functors 0→ F0 → F → F/F0 → 0.
The long exact sequence for the higher limits combined with lim←−

∗
Oc(F)

(F/F0) = 0

implies that lim←−
∗
Oc(F)

(F0) ∼= lim←−
∗
Oc(F)

F , and the lemma follows from the above. �

Corollary 6.15. Let (S,F ,L) be a p-local finite group. Let L0 ⊆ L be a full
subcategory containing all F-radical F-centric subgroups of S. Furthermore assume
that L0 is closed under taking over-groups. Then the inclusion |L0| ⊆ |L| is a mod
p equivalence.

Proof. Let F0 be the full subcategory of Fc on the objects Ob(L0). By Proposition
4.2 we have decompositions |L| ' hocolimOc(F)(B̃) and |L0| ' hocolimO(Fo)(B̃)

where B̃ is a lift of the homotopy functor P 7→ BP . Then for all P ∈ Fc we have
that H∗(B̃P ;Fp) ∼= H∗(P ;Fp). As both L and L0 are finite categories the spectral
sequence for cohomology of the homotopy colimit [7, XII.4.5] gives spectral se-
quences Eijr (L) and Eijr (L0) converging to Hi+j(|L|;Fp) respectively Hi+j(|L0|;Fp)
such that

Eij2 (L) ∼= lim←−
Oc(F)

i(Hj(−;Fp)), Eij2 (L0) ∼= lim←−
O(F0)

i(Hj(−;Fp)).
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The inclusion of categories i : O(F0) → Oc(F) induces a morphism of spectral
sequences ir : Eijr (L) → Eijr (L0), such that i∞ : Eij∞(L) → Eij∞(L0) corresponds to
the map induced by i∗ : Hi+j(|L|)→ Hi+j(|L0|) on the successive quotients of their
filtrations.

We may consider H∗(−;Fp) : Oc(F)op → Z(p)-mod. Lemma 6.14 implies that
i2 : Ei,j2 (L) → Ei,j2 (L0) is an isomorphism. Then ir : Ei,jr (L) → Ei,jr (L0) is an iso-
morphism for any r ≥ 2, and thus i∞ : Ei,j∞ (L) → Ei,j∞ (L0) is an isomorphism. By
Corollary 6.11 we conclude that Ei,j2 (L) has only finitely many non-zero columns.
By the construction of spectral sequences we see, that Ei,jr (L) has only finitely many
non-zero columns. The isomorphism i2 implies that the same holds for Ei,jr (L0)
for r ≥ 2, hence the filtrations of Hi+j(|L0|;Fp) and Hi+j(|L|;Fp) are both finite.
Successive elements in the filtration of Hi+j(|L|;Fp) together with their quotients
form a short exact sequence and the restriction of i∗ induces a map to the corre-
sponding short exact sequence of Hi+j(|L0|;Fp). On the quotients i∗ agrees with
i∞ and thus they are isomorphisms. As both filtrations start with the trivial group
and the filtrations are finite, using the 5-lemma a finite number of times implies
that i∗ : Hi+j(|L|;Fp)→ Hi+j(|L0|;Fp) is an isomorphism. �
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7. The mapping space Map(BQ, |L|∧p )

In this chapter will provide a description of homotopy classes of Map(BQ, |L|∧p )
for any p-local finite group (F ,L, S) and p-group Q in form of a bijection with a
orbit set of Hom(Q,S). This can be seen as an extension of the classical bijection
Rep(Q,S) = [BQ,BS]. The central idea will be results giving conditions under
which the homotopy colimit and mapping space with respect to BQ commute and
afterward use the existence of the homotopy decomposition of |L|.

Remark that all cohomology in this chapter is with coefficients in Fp.

7.1. Homotopy colimit, p-completion and mapping spaces.

Lemma 7.1. Let p be a prime number, and set V = Z/p. Let C be a finite category
having bounded limits at p. Consider a functor F : C → V -Spaces, such that for
any c ∈ C both F (c) and the homotopy fix points F (c)hV are p-complete spaces with
finite mod p cohomology in each degree. Then there is a homotopy equivalence:

[hocolim
C

(F (−)hV )]∧p → [(hocolim
C

(F (−)))∧p ]hV .

Proof. Set X = hocolimC(F (−)) and Z = hocolimC(F (−)hV ). As

X =

∐
n≥0

∐
c0→···→cn

F (c0)×∆n

 / ∼

we have a filtration of X by the i’th skeleton

Xi =

(
i∐

n=0

∐
c0→···→cn

F (c0)×∆n

)
/ ∼ .

For all c ∈ C we have that F (c) is a topological space with an action of the group V ,
so the same holds for X and Xi for all i. Furthermore the inclusion Xi−1 → Xi is a
map in V -Spaces. So we can consider the space EV ×Xi with the diagonal V -action
and the orbit set (Xi)hV = (EV ×Xi)/V . Then · · · ⊆ (Xi)hV ⊆ (Xi+1)hV ⊆ · · ·
is a filtration of XhV . By definition H∗V (Xi) = H∗((EV ×Xi)/V ) so by a staircase
diagram of the long exact sequences for the pairs ((Xi+1)hV , (Xi)hV ) similar to the
one on [20, page 3], we get an exact couple C(XhV ) of the form:⊕

i

H∗V (Xi)
⊕
i

H∗V (Xi)

⊕
i

H∗V (Xi+1, Xi)

For any V -Spaces X we have that the collapsing map X → ∗ is a V -map and it
induces a K-morphism from H∗(V ) = H∗V (∗) to H∗V (X). The composition of the
collapsing map with a V -map is the collapsing map of the source, hence we way
consider the functor H∗V : V -Spaces → H∗ V \ K, where H∗ V \ K is the under-
category H∗ V ↓ idK. Let H∗ V -U be the category of unstable modules X over
the Steenrod algebra Ap, which are equipped with the structure of a H∗ V -module
induced by an Ap-linear map H∗ V ⊗ X → X. The morphisms are both Ap and
H∗ V -morphisms. As noted in [26, 4.4.1] the forgetful functor K → U induces a
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functor H∗ V \ K → H∗ V -U . The exact couple thus is in H∗(V )-U , in the sense
that it consists of unstable modules over the Steenrod algebra, which also have
a structure as a H∗(V )-module and the maps are H∗(V )-module morphisms. Let
E∗∗r (XhV ) be the induced spectral sequence by this exact couple. Each page of
E∗∗r (XhV ) corresponds to an exact couple, where both modules are a direct sum
of modules in H∗(V )-U and the corresponding restriction of the morphisms are in
H∗(V )-U as well. So each column in of E∗∗r (XhV ) and the differential dr are in
H∗ V -U .

Similarly let Zi be the corresponding i’th skeleton of Z. Then we have an exact
couple C(Z) ⊕

i

H∗(Zi)
⊕
i

H∗(Zi)

⊕
i

H∗(Zi+1, Zi)

Let E∗∗r (Z) be the induced spectral sequence.
Let c ∈ C. Then F (c)hV = homV (EV, F (c)), so we have a map Ψc : EV ×

F (c)hV → F (c) by (x, ϕ) 7→ ϕ(x). By giving F (c)hV the trivial V -action, we
get that this is a map between V -Spaces, such that for any v ∈ V , x ∈ EV and
ϕ ∈ F (c)hV it satisfies

Ψc(v(x, ϕ)) = Ψc(vx, ϕ) = ϕ(vx) = vϕ(x) = vΨc(x, ϕ).

Thus Ψc is an equivariant map. For any ψ ∈ MorC(c, c
′), we have that

F (ψ)hV : homV (EV, F (c))→ homV (EV, F (c′))

is composition with F (ψ), so the following diagram commutes:

EV × F (c)hV
Ψc- F (c)

EV × F (c′)hV

id×F (ψ)hV

?
Ψc′- F (c′)

F (ψ)

?

This implies that Ψ induces a well-defined map EV × Zi → Xi for any i ≥ 0, and
if we let V act trivially on Zi, this map will be equivariant as well. Thus it induces
an equivariant map EV × Zi → EV × Xi by (x, ϕ) 7→ (x,Ψ(x, ϕ)), that factors
though to the orbit spaces BV × Zi = (EV × Zi)/V → (EV × Xi)/V = (Xi)hV
and we remark the map commutes the inclusions of the filtrations, i.e. the diagram
commutes for all i:

BV × Zi−1
- Xi−1

BV × Zi
?

- Xi

?
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We note that this implies that we have a map of pairs ((Xi)hV , (Xi−1)hV ) 7→
(BV × Zi, BV × Zi−1). Since we are taking cohomology with coefficients in a
field, we thus have maps H∗V (Xi)→ H∗(BV )⊗H∗(Zi) as well as H∗V (Xi, Xi−1)→
H∗(BV ) ⊗ H∗(Zi, Zi−1) that commute with the associated long exact sequence in
cohomology. We remark that all these modules and maps are in H∗ V ↓ idK. By
the adjunction involving Lannes Fix-functor [26, Theorem 4.6.3.1.] they are adjoint
to morphisms Fix(H∗V (Xi))→ H∗(Zi) and Fix(H∗V (Xi, Xi−1))→ H∗(Zi, Zi−1) and
as the adjunction is natural it commutes with the morphisms originating from the
long exact sequence. Since Fix is exact by [26, Theorem 4.6.1.1.], we have that
Fix(C(XhV )) is also an exact couple. As the maps in the exact couples are derived
from the long exact sequence in cohomology for pair, we thus get a map between the
two exact couples Fix(C(XhV )) and C(Z). This induces a morphism between the
induced spectral sequences. Since Fix is exact the spectral sequence corresponding
to Fix(C(XhV )) is Fix(E∗∗r (XhV )), where we have applied Fix to each column of
E∗∗r (XhV ).

As the filtration of the homotopy colimit used to define the two exact couples
are the same as in [7, XII.4.5] we have that the E2-pages are identified as follows:

Ej∗2 (XhV ) ∼= lim←−
C

jH∗V (F (−)), Ej∗2 (Z) ∼= lim←−
C

jH∗(F (−)hV )

As C has finite limits at p, we see that both spectral sequences have only a finite
number of nonzero columns on the E2, and hence for every Er with r ≥ 2. Thus
both spectral sequences are convergent and the E∞-page has only finitely many
non-zero columns. Note that they converge to H∗V (X) and H∗(Z) respectively.
Then Fix(E∗∗r (XhV )) converges to Fix(H∗V (X)).

We consider the map Φ: Fix(E∗∗r (XhV ))→ E∗∗r (Z) of spectral sequences, which
is induced by the adjoint of Ψ. Let c ∈ C. The map Ψc : EV × F (c)hV → F (c)

induces a map Ψ̃c : (F (c)hV )∧p → (F (c)∧p )hV as in [26, 4.3.2]. It is the adjoint to
the upper composition in the following diagram

EV × (F (c)hV )∧p
ψEV × id- EV ∧p × (F (c)hV )∧p

a- (EV × F (c)hV )∧p
(Ψc)

∧
p- F (c)∧p

EV × F (c)hV

id×ψ(F (c))hV

6

Ψc - F (c)

ψF (c)

6

where ψ the map from the natural transformation corresponding to p-completion
and a is the map from [7, I 7.2]. As a is compatible with the triple structure of
p-completion, we have that a ◦ (ψBV × ψ(F (c))hV ) = ψBV×F (c)hV . So the above
diagram commutes as ψ is a natural transformation. By assumption F (c) and
F (c)hV are p-complete and BV is p-complete by [3, III 1.4 Proposition 1.10]. Hence
ψF (c), ψF (c)hV and ψBV are all homotopy equivalences. Likewise a is a homotopy
equivalence by [7, I 7.2], hence the adjoint Ψ̃c is a homotopy equivalence if and
only if it holds for the adjoint of Ψc. The adjoint of Ψc from F (c)hV to itself is the
identity and therefore clearly a homotopy equivalence, and thus the same is true
for Ψ̃c. As F (c) and F (c)hV have finite mod p cohomology, [26, Theorem 4.9.1.]
implies that the induced map Fix H∗V (F (c))→ H∗(F (c)hV ) is an isomorphism. As
this isomorphism is natural in c, we get that Ej∗2 (Z) ∼= lim←−

j

C FixH∗V (F (−)). As Φ
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is defined by Ψc, we have that Φ2 : Fix(Ej∗2 (XhV )) → Ej∗2 (Z) corresponds under
this isomorphism to the natural map:

Fix lim←−
C

jH∗V (F (−))→ lim←−
C

j FixH∗V (F (−)).

Since C is a finite category the bar resolution to compute higher limits is a finite
product of spaces in each degree [3, III Proposition 5.3.]. Since Fix is exact it
commutes with cohomology and finite products, so the map Φ2 is an isomorphism
for all j. This implies that Φr is an isomorphism for all r ≥ 2. Both spectral
sequences converge, so Φ∞ is well-defined and also an isomorphism.

Similarly we have that Ψ induces a map EV × X → Z, which by adjoint-
ness induces a map Φ: Fix H∗V (X) → H∗(Z). This preserves the filtrations from
the spectral sequences, and the induced map on the quotients are exactly Φ∞.
Both E∞-pages have only a finite number of nonzero columns, so the filtrations of
Fix Hi

v(X) and Hi(Z) are finite for each i. Let 0 = F0 ⊆ · · · ⊆ Fn = Fix Hi
v(X) and

0 = F ′0 ⊆ · · · ⊆ F ′n = Hi(Z) be the filtrations. Then Φ: F0 → F ′0 is an isomorphism,
and by applying the 5-lemma to

0 - Fi - Fi+1
- Fi+1/Fi - 0

0 - F ′i

Φ

?
- F ′i+1

Φ

?
- F ′i+1/F

′
i

Φ∞

?
- 0

we conclude that Φ: Fi → F ′i is an isomorphism for all i. In particular we have
that Φ: Fix H∗V (X)→ H∗(Z) is an isomorphism.

By assumption F (c)hV has finite mod p cohomology in each degree for all c ∈ C.
Since C is finite, we conclude that each entry of E2(Z) is a finite dimensional
vector space over Fp. As the following pages are formed by taking quotients of the
previous one, we see that this is true for all Er(Z) where r ≥ 2. In particular it
holds for E∞(Z). So for any i the quotients of the finite filtration of Hi(Z) are finite
dimensional vector spaces over Fp, and thus the same holds for Hi(Z). Then by
[26, Theorem 4.9.1.] we get that Z∧p → (X∧p )hV is a homotopy equivalence, which
with our notation is exactly the statement of the lemma. �

Proposition 7.2. Let p be a prime and Q a p-group. Let C be a finite category
having bounded limits at p. Consider a functor F : C → Top, such that for any c ∈ C
and Q0 ⊆ Q the space Map(BQ0, F (c)) is p-complete with finite mod p cohomology
in each degree. Then the natural map

[hocolim
C

(Map(BQ,F ))]∧p → [Map(BQ, (hocolim
C

(F ))∧p )]

is a homotopy equivalence, where Map(BQ,F ) : C → Top is the functor given by
c 7→ Map(BQ,F (c)) and ϕ 7→ ϕ ◦ (−)

Proof. We have that |Q| = pn for some n ≥ 0. The statement will be proven by
induction on n. If n = 0 then BQ = ∗, so Map(BQ,X) = X for any space X, hence
both the considered spaces are (hocolimC(F ))∧p and the natural map is the identity,
which is a homotopy equivalence. Assume that n > 0 and the statement holds for
n− 1. As the finite p-group Q is solvable, there exists a normal subgroup Q0, such
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that [Q,Q0] = p. As BQ0 = EQ/Q0 and |Q0| = pn−1 the induction hypothesis
implies that the natural map

f0 : [hocolim
C

(Map(EQ/Q0, F ))]∧p → [Map(EQ/Q0, (hocolim
C

(F ))∧p )]

is a homotopy equivalence. Let V = Q/Q0. The action of Q on EQ induces
an action of V on EQ/Q0. This in turn induces an action of V on the two
spaces above, which makes f0 an equivariant map. By definition the homotopy
fix-points space is XhV = MapV (EV,X) for any V -space X, so an equivariant
homotopy equivalence between two V -spaces induces by post-composition a ho-
motopy equivalence between the homotopy fixed point spaces. In particular f0

induces a homotopy equivalence between ([hocolimC(Map(EQ/Q0, F ))]∧p )hV and
(Map(EQ/Q0, (hocolimC(F ))∧p ))hV .

For any space Y we have that Map(BQ0, Y )hV = holimBV Map(BQ0, Y ). By
[7, Proposition XII 4.1] we conclude that

Map(BQ0, Y )hV = holim
BV

Map(BQ0, Y ) ' Map(hocolim
BV

BQ0, Y ).

We want to prove that in fact hocolimBV BQ0 ' BQ. Let π : BQ → BV be the
projection. Then by [23, Theorem 5.5] we have that

BQ ' hocolim
BQ

(∗) ∼= hocolim
BV

|π ↓ (−)|.

In this case the overcategory π ↓ oV is the category with objects v ∈ V , and
morphisms v → v′ are elements q ∈ Q such that v = v′ · π(q) in V . The full
subcategory on the object 1 has a morphism set isomorphic to Q0, so we may
identify this with BQ0. Let σ : V → Q be a section, such that σ(1) = 1. Comparing
definitions we get a well-defined functor G : π ↓ oV → BQ0 by setting v 7→ oQ
and q : v → v′ is mapped to σ(v′) · q · σ(v)−1 ∈ Q0. This is the identity on
BQ0, and σ(v) : v → 1 gives a natural transformation from idπ↓oV to incl ◦G. By
considering the geometric realization we conclude that BQ is a deformation retract
of |π ↓ oV |, and thus hocolimBV |π ↓ (−)| ' hocolimBV BQ0, hence we see that
Map(BQ0, Y )hV ' Map(BQ, Y ).

For any c ∈ C we have that Map(EQ/Q0, F (c)) is a V -space by the induced action
from Q. Then for any ϕ ∈ MorC(c, c

′) post-composition with F (ϕ) will be a V -map.
Hence we have a functor F ′ : C → V -Spaces given by F ′(c) = Map(EQ/Q0, F (c))
and F ′(ϕ) = F (ϕ) ◦ (−). For any c ∈ C we have that

F ′(c) = Map(BQ0, F (c)), F ′(c)hV ' Map(BQ0, F (c))hV ' Map(BQ,F (c)),

which are p-complete spaces with finite mod p cohomology in each degree by as-
sumption. Since V = Z/p we can apply Lemma 7.1 to this functor, resulting in a
homotopy equivalence

[hocolim
C

(Map(BQ,F ))]∧p ' [(hocolim
C

Map(EQ/Q0, F ))∧p ]hV .

Thus we conclude that

[hocolim
C

(Map(BQ,F ))]∧p ' [(hocolim
C

Map(EQ/Q0, F ))∧p ]hV

' (Map(EQ/Q0, (hocolim
C

(F ))∧p ))hV

' Map(BQ, (hocolim
C

(F ))∧p ).

�
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7.2. Mapping space and p-local finite groups. We will now apply the previous
results to the case of p-local finite groups.

Proposition 7.3. Let p be a prime. Let (S,F ,L) be a p-local finite group and Q
a finite p-group. Define a category LQ by setting Ob(LQ) = {(P, α) | P ∈ Fc, α ∈
Hom(Q,P )} and

MorLQ((P, α), (P ′, α′)) = {ϕ ∈ MorL(P, P ′) | α′ = π(ϕ) ◦ α ∈ Hom(Q,P ′)}.
Let Φ: LQ × B(Q)→ L be given by

Φ((P, α), oQ) = P, Φ(ϕ : (P, α)→ (P ′, α′), x) = ϕ ◦ δP (α(x))

Then Φ is a well-defined functor and the adjoint to |Φ| after p-completion

|Φ|′ : |LQ|∧p → Map(BQ, |L|∧p )

is a homotopy equivalence.

Proof. By property (C) for the p-local finite group, we conclude that for any (ϕ, x) ∈
MorLQ((P, α), (P ′, α′))×Q we have that

ϕ ◦ δP (α(x)) = δP ′(π(ϕ)(α(x))) ◦ ϕ = δP ′(α
′(x)) ◦ ϕ,

so for ϕ ∈ MorLQ((P, α), (P ′, α′)), ϕ′ ∈ MorLQ((P ′, α′), (P ′′, α′′)) and x, x′ ∈ Q we
have

Φ(ϕ′ ◦ ϕ, x′x) = ϕ′ ◦ ϕ ◦ δP (α(x′x)) = ϕ′ ◦ δP (α′(x′)) ◦ ϕ ◦ δP (α(x))

= Φ(ϕ′, x′) ◦ Φ(ϕ, x)

We see that 1((P,α),oQ) = (1P , 1) and since Φ(1P , 1) = 1P ◦ δP (α(1)) = 1P , we
conclude that Φ is a well-defined functor.

Consider the functor π̃ : L → Oc(F), which is π composed with the projection
onto the orbit category. Define π̃Q : LQ → Oc(F) to be the functor given by
π̃Q(P, α) = P and π̃Q(ϕ) = π̃(ϕ). Let B̃Q, B̃ : Oc(F) → Top be the left homotopy
Kan extensions of the constant functor ∗ : L → Top over π̃ respectively the left
homotopy Kan extension of ∗ : LQ → Top over π̃Q. Then B̃ = |π̃ ↓ (−)| and
B̃Q = |π̃Q ↓ (−)|. By [23, Theorem 5.5] we have that |L| ' hocolimOc(F)(B̃) and
|LQ| ' hocolimOc(F)(B̃Q).

Now we consider the diagram

LQ × B(Q)
Φ - L

LQ

pr1

? π̃Q- Oc(F)

π̃

?

where pr1 is the projection onto the first component. Both ways map ((P, α), oQ)
to P , and for (ϕ, x) ∈ MorLQ((P, α), (P ′, α′))×Q we have that

π̃(Φ(ϕ, x)) = π̃(ϕ ◦ δP (α(x))) = (π(ϕ) ◦ cα(x)) Inn(P )

= π(ϕ) Inn(P ) = π̃Q ◦ pr1(ϕ, x),

hence the diagram commutes. As π̃Q ◦ pr1 ↓ (−) can be identified with π̃Q ↓
(−) × B(Q), the left homotopy Kan extension to π̃Q ◦ pr1 over the constant func-
tor is exactly B̃Q(−) × BQ. The commutativity of the diagram implies that Φ
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induces a natural transformation from π̃Q ◦ pr1 ↓ (−) to π̃ ↓ (−). We denote this
Φ′ : B̃Q(−) × BQ → B̃. The adjoint map Φ̃ : B̃Q → Map(BQ, B̃) is then also a
natural transformation. We consider the diagram:

(hocolim
Oc(F)

(B̃Q))∧p
hocolim(Φ̃)∧p- (hocolim

Oc(F)
Map(BQ, B̃))∧p

ω- Map(BQ, hocolim
Oc(F)

(B̃)∧p )

|LQ|∧p
? |Φ|′ - Map(BQ, |L|∧p )

?

For any functor F : C → C′ and c′ ∈ C′ there is a functor F ↓ c′ → C that forgets
the structure from C′. Denote this functor prF . For any P ∈ Ob(F0) the upper
composition is induced by the map

B̃Q(P )×BQ
Φ′- B̃(P )

|prπ̃ |- |L|

while the lower is induced by

B̃Q(P )×BQ
|prπ̃Q | × id

- |LQ| ×BQ
|Φ|- |L|.

These maps are identical, so the diagram commutes. By Proposition 4.2 we have
that for any P ∈ Fc the space B̃(P ) is homotopy equivalent to BP . Thus for any
Q0 ⊆ Q we have that Map(BQ0, B̃(P )) ' Map(BQ0, BP ). By [9, Proposition 2.1]
we have that the components of Map(BQ0, BP ) are in bijection with Rep(Q0, P )
and for any ρ ∈ Hom(Q0, P ) we also have that Map(BQ0, BP )Bρ ' BCP (ρ(Q0)).
As P is a finite p-group the space BCP (ρ(Q0)) is p-complete and has finite mod
p cohomology in each degree. Then Map(BQ0, BP ) is an finite disjoint union of
p-complete spaces with finite mod p cohomology in each degree, so the same is true
for Map(BQ0, BP ) and thus also for Map(BQ0, B̃P ). We have that Oc(F) is a
finite category and by Corollary 6.11 it has bounded limits at p. Then Proposition
7.2 implies that ω is a homotopy equivalence. As the vertical map in the diagram
are p-completion of homotopy equivalences, they are in particular p-completion of
p-equivalences. Thus by [7, Lemma I 5.5.] they are homotopy equivalence. We
conclude by commutativity of the diagram that |Φ|′ is a homotopy equivalence if
hocolim Φ̃ is. As we are working the category of simplicial sets and maps we have
by [17, IV Proposition 1.9] that this holds if Φ̃(P ) is a homotopy equivalence for
any P ∈ Fc.

Let σ̃ : Mor(Oc(F)) → Mor(L) be a section, such that σ̃(idP ) = 1P for any
P ∈ Fc. In the proof of Theorem 4.2 we constructed a functor Ψ: π̃ ↓ P → B′(P )
for any P ∈ Fc, where B′(P ) is the full subcategory of π̃ ↓ P on the object
(P, idP ) by setting Ψ(R,χ) = (P, idP ) and Ψ(ϕ) = δP (gϕ). Furthermore the map
σ̃(χ) : (R,χ)→ (P, id) is a natural transformation from idπ̃↓P → incl ◦Ψ, so BP '
|B′(P )| ⊆ |π̃ ↓ P | is a deformation retract. We will now make a similar construction
on π̃Q ↓ P . Note that π̃Q ↓ P is the category with objects (R,α, χ) where R ∈ Fc,
α ∈ Hom(Q,R) and χ ∈ RepF (R,P ), and morphisms

Morπ̃Q↓P ((R,α, χ), (R′, α′, χ′)) = {ϕ ∈ MorL(R,R′) | α′ = π(ϕ)◦α, χ = χ′ ◦ π̃(ϕ)}.

Let B′Q(P ) be the full subcategory on the objects (P, α, id) where α ∈ Hom(Q,P ).
Let (R,α, χ) ∈ π̃Q ↓ P . As π(σ̃(χ)) ∈ HomF (R,P ) ⊆ Hom(R,P ) we have that
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(P, π(σ̃(χ))◦α, id) ∈ B′Q(P ). Let ϕ ∈ Morπ̃Q↓P ((R,α, χ), (R′, α′, χ′)). By definition
gϕ ∈ P is the unique element such that σ̃(χ′) ◦ ϕ = δp(gϕ) ◦ σ̃(χ). Then

π(δP (gϕ)) ◦ π(σ̃(χ)) ◦ α = π(σ̃(χ′)) ◦ π(ϕ) ◦ α = π(σ̃(χ′)) ◦ α′

and as π(δp(gϕ)) ∈ Inn(P ), we conclude that δp(gϕ) is a morphism from (P, π(σ̃(χ))◦
α, id) to (P, π(σ̃(χ′)) ◦ α′, id). Thus we can define a retraction functor ΨQ : π̃Q ↓
P → B′Q(P ) by setting ΨQ(R,α, χ) = (P, π(σ̃(χ)) ◦α, id) and ΨQ(ϕ) = δP (gϕ). As
σ̃ is a section we see that σ̃(χ) will be a map from (R,α, χ) to (P, π(σ̃(χ)) ◦ α, id)
and the definition of gϕ implies, that this is in fact a natural transformation
idπ̃Q↓P → incl ◦ΨQ. Hence |B′Q(P )| ⊆ |π̃Q ↓ P | is a deformation retract.

We remark that Φ((P, α), oQ) = P , so the induced map on the over-categories
will map B′Q(P ) × BQ into B′(P ). The adjoint map after geometric realization
Φ̃0(P ) : |B′Q(P )| → Map(BQ, |B′(P )|) makes the following diagram commute:

|B′Q(P )|
Φ̃0(P )- Map(BQ, |B′(P )|)

B̃Q(P )

incl

?
Φ̃(P )- Map(BQ, B̃(P ))

incl ◦(−)

?

As both inclusions are homotopy equivalences, it is sufficient to show that the same
holds for Φ̃0(P ).

Consider two objects (P, α, id) and (P, α′, id) in B′Q(P ). A morphism between
these is a ϕ ∈ MorL(P, P ) such that α′ = π(ϕ) ◦ α and π̃(ϕ) = id. Thus π(ϕ) ∈
Inn(P ), hence α and α′ are conjugate in P . Similarly if α′ = cp ◦ α for some
p ∈ P , then δP (p) is a morphism between (P, α, id) and (P, α′, id) in B′Q(P ). Thus
there exists a morphism between (P, α, id) and (P, α′, id) in B′Q(P ) if and only
if α and α′ agree in Rep(Q,P ). The connected components of B′Q(P ) are thus
in bijection with the set Rep(Q,P ). Let α ∈ Hom(Q,P ). As the maps from
(P, cp ◦ α, id) to (P, α, id) are isomorphisms, we see that the connected component
of B′Q(P ) containing (P, α, id) deformation retracts onto the full subcategory on
the object (P, α, id). By the above we have that an automorphism of (P, α, id) is a
ϕ ∈ AutL(P ) such that π(ϕ) = cp for some p ∈ P and α = cp◦α. The first condition
implies that ϕ = δP (pp′) for some p′ ∈ Z(P ) while he second condition implies that
p ∈ CP (α(Q)). As Z(P ) ⊆ CP (α(Q)) we conclude that the automorphism set is
exactly δP (CP (α(Q)). Since δP is injective, we thus have that full subcategory
on the object (P, α, id) is isomorphic to BCP (α(Q)). As this applies to all the
connected components of B′Q(P ), we conclude that

|B′Q(P )| '
∐

α∈Rep(Q,P )

BCP (α(Q)).

Hence it is sufficient to show that Φ̃0 restricted to
∐
α∈Rep(Q,P )BCP (α(Q)) is a

homotopy equivalence.
We remark that |B′(P )| ' BP and the restriction of Φ′ : BCP (α(Q))×BQ→ BP

for any α ∈ Hom(Q,P ) under the given identification satisfies that

Φ′(p, x) = Φ(δP (p), x) = δP (p) ◦ δP (α(x)) = p · α(x).
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It thus corresponds to incl ◦α : CP (α(P )) × Q → P . By [9, Proposition 2.1] the
adjoint map BCP (α(Q)) → Map(BQ,BP )Bα is a homotopy equivalence. The
Proposition also implies that the connected components of Map(BQ,BP ) are in
bijection with Rep(Q,P ), then the map

∐
α∈Rep(Q,P )BCP (α(Q))→ Map(BQ,BP )

induced by incl ◦α ranging over α ∈ Rep(Q,P ) is a homotopy equivalence and it
corresponds to the restriction of Φ̃0. From this the proposition follows. �

We will now give a description of Map(BQ, |L|∧p ) and some of its connected
components. The case of the components may be considered as a generalization of
the result BCP (α(Q)) ' Map(BQ,BP )Bα for any α ∈ Rep(Q,P ).

Theorem 7.4. Let (S,F ,L) be a p-local finite group. Let θ : BS → L be the
functor induced by δS and let f = φ|L| ◦ |θ| : BS → |L|∧p , where φ is the natural
transformation from p-completion. Then the following holds for any p-group Q.

(a) Each map BQ→ |L|∧p is homotopic to f ◦Bρ for some ρ ∈ Hom(Q,S).
(b) Given any two ρ, ρ′ ∈ Hom(Q,S), then f ◦ Bρ and f ◦ Bρ′ are homotopic

as maps BQ → |L|∧p if any only if there exists χ ∈ HomF (ρQ, ρ′Q) such
that ρ′ = χ ◦ ρ.

(c) For each ρ ∈ Hom(Q,S) such that ρQ ∈ Fc, the adjoint to the composite

B Z(ρQ)×BQ
incl ·Bρ- BS

f - |L|∧p
is a homotopy equivalence B Z(ρQ)→ Map(BQ, |L|∧p )f◦Bρ.

(d) The evaluation map Map(BQ, |L|∧p )triv → |L|∧p is a homotopy equivalence.

Proof. Using the notation from Proposition 7.3, we have that the map |Φ|′ : |LQ|∧p →
Map(BQ, |L|∧p ) is a homotopy equivalence. For (P, α) ∈ LQ the image of |Φ′| on
the vertex corresponding to (P, α) in |LQ|∧p is the map

BQ
Bα- BP

|θP |- |L|
φ|L|- |L|∧p

where θP : BP → L is the functor induced by δP . By property (C) for the linking
system, we conclude that any lift of the inclusion i : P → S to L will give rise to
a natural transformation from θP → θ ◦ Bi. Thus we have that |θP | ' |θ| ◦ Bi.
Hence the above map is homotopic to f ◦ B(i ◦ α) where i ◦ α ∈ Hom(Q,S). A
map from (P, α) and (P ′, α′) in LQ corresponds to a χ ∈ HomF (α(Q), α′(Q)) such
that α = χ ◦α. Two vertises (P, α) and (P ′, α′) in LQ are connected in |LQ| if and
only if there exists a chain of maps connecting them in LQ. Note that direction
of the maps may alternate, but the composition of the corresponding χi’s or the
inverse of χi in case of opposite direction will give a χ ∈ HomF (αQ,α′Q) such that
α = χ ◦ α.

Let ϕ ∈ Hom(BQ, |L|∧p ). As |Φ|′ is a homotopy equivalence, we have that |Φ|′
is a bijection on the connected components, so the connected component of ϕ
contains the image of a connected of |LQ|∧p . This connected component of |LQ|∧p
contains some vertex of the form (P, α), thus the connected component of ϕ in
Map(BQ, |L|∧p ) contains |Φ|′(P, α). Then ϕ ' |Φ|′(P, α) ' f ◦ B(i ◦ α), where
i ◦ α ∈ Hom(Q,S). For any two ρ, ρ′ ∈ Hom(Q,S), we have that f ◦ B(i ◦ α) '
f ◦B(i◦α) if and only if (P, α) and (P ′, α′) are connected in LQ, so part (b) follows
as well.

Let ρ ∈ Hom(Q,S), such that ρQ ∈ Fc. Then (ρQ, ρ) ∈ LQ and let (LQ)(ρQ,Q)

be the connected components containing (ρQ, ρ). Let σ : Mor(F) → Mor(L) be
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a section such that σ(idρQ) = 1ρQ. For any (P, α) ∈ (LQ)(ρQ,Q) there exists a
χ(P,α) ∈ HomF (ρQ, αQ) such that χ(P,α) ◦ρ = α. Assume that χ(ρQ,ρ) = idρQ. For
any morphism ϕ ∈ (P, α) → (P ′, α′) in (LQ)(ρQ,Q), we have that π(ϕ) ◦ χ(P,α) =

χ(P ′,α′) on ρQ. Let ψ = χ−1
(P ′,α′) ◦ π(ϕ) ◦ χ(P,α). By Lemma 3.1 (a) there exists a

unique ψ̃ ∈ AutL(ρQ) such that

P
ϕ - P ′

ρQ

σ(χ(P,α))

6

ψ̃ - ρQ

σ(χ(P ′,α′))

6

commutes with π(ψ̃) = ψ. Comparing definitions we get that ψ̃ ∈ AutLQ(ρQ, ρ).
Thus we get a well-defined retraction functor R from (LQ)(ρQ,Q) to the full sub-
category on the object (ρQ, ρ) using the above construction on the morphisms.
Similar to previous cases σ(χ(P,α)) will be a natural transformation from incl ◦R to
id(LQ)(ρQ,Q)

, so BAutLQ(ρQ, ρ) will be a deformation retract of |(LQ)(ρQ,Q)|. Then
by property (A) for L we have that

AutLQ(ρQ, ρ) = {ϕ ∈ AutL(ρQ) | π(ϕ) = idρQ} = δρQ(Z(ρQ)).

As δρQ is injective we conclude that |(LQ)(ρQ,Q)| has the homotopy type of B Z(ρQ).
Then the component of |LQ|∧p containing (ρQ, ρ) has the homotopy type of (B Z(ρQ))∧p
which is the same as B Z(ρQ), since Z(ρQ) is a finite p-group so the space B Z(ρQ)
is p-complete [3, III 1.4 Proposition 1.10]. The restriction of |Φ|′ to the compo-
nent containing (ρQ, ρ) is a homotopy equivalence onto the component containing
|Φ|′(ρQ, ρ), which is exactly Map(BQ, |L|∧p )f◦Bρ. We note that Φ on the full sub-
category of LQ on the object (ρQ, ρ) is

BZ(ρQ)×BQ
incl ·B(ρ)- BρQ

|θρQ|- |L|
φ|L|- |L|∧p

which is homotopic to the map stated in part (c), so the results follows.
The vertises (P, 1) for P ∈ Fc lie in the same component of LQ. For any

(P, α) ∈ LQ there exists a path to (P, 1) in LQ if there is a χ ∈ Hom(1, α(Q)) such
that α = χ ◦ 1 = 1. Hence (P, 1) for P ∈ Fc constitutes a connected component
of LQ. This component is equivalent to L and the restriction of Φ onto L × BQ
is just the projection onto the first component. Thus the adjoint map |Φ|′ on this
component is the map from x ∈ |L|∧p to the constant map at x in Map(BQ, |L|∧p ),
which lies in Map(BQ, |L|∧p )triv, thus by the above this is homotopy equivalence
from |L|∧p to Map(BQ, |L|∧p )triv. We note that this has the evaluation map as an
inverse. �

Definition 7.5. Let (S,F ,L) be a p-local finite group. For any finite p-group Q,
ρ, ρ′ ∈ Hom(Q,S) are F-conjugate if there exists a χ ∈ HomF (ρQ, ρ′Q) such that
ρ′ = χ ◦ ρ. This is an equivalence relation and we denote the set of equivalence
classes Rep(Q,L).

Observe that as all conjugation maps are F-morphisms, this also induces an
equivalence relation on Rep(Q,P ). So we may call elements of Rep(Q,P ) F-
conjugate. With this definition we get the following reformulation:
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Corollary 7.6. For a p-local finite group (S,F ,L) and finite p-group Q, the map
Rep(Q,L) → [BQ, |L|∧p ] given by ρ ∈ Rep(Q,L) is mapped to φ|L| ◦ |θ| ◦ Bρ is a
homotopy equivalence.
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8. The cohomology ring of fusion systems

In this chapter we will define the cohomology ring for a fusion system, and
prove that it is Noetherian. Furthermore in the case of a p-local finite group, it is
isomorphic to the cohomology ring of the p-completion of its classifying space. In
the following chapter cohomology will always be with Fp-coefficients.

Definition 8.1. For a fusion system F over a p-group S, we define the cohomology
ring as

H∗(F) = lim←−
O(F)

H∗(−).

We note that it is a subring of H∗(BS).

Observe that for any finite group Q and q ∈ Q the element q gives a natural
transformation between the identity functor on BQ and Bcq, so c∗q = id on H∗(Q).
Hence H∗(−) is a functor on O(F)op, so the above limit exists. Furthermore we
have that the category O(FS(S)) has a unique morphism between each pair of
elements, and as S is a maximal element, we see that H(FS(S)) = H∗(BS).

Lemma 8.2. Let (S,F ,L) be a p-local finite group and let θ : BS → L be the functor
induced by δS : S → MorL(S). Let P ⊆ S and iP : P → S be the inclusion. Then
the collection of maps i∗P ◦ |θ|∗ : H∗(|L|) → H∗(P ) induces a map RL : H∗(|L|) →
H∗(F).

Proof. For P,Q ∈ F and ϕ ∈ HomF (P,Q) it follows by Theorem 7.4 that φ|L| ◦|θ|◦
B(iQ ◦ϕ) and φ|L| ◦ |θ| ◦BiP are homotopic as maps from BP to |L|∧p . As |L| is p-
good, we have that φ∗|L| is an isomorphism, so we conclude that ϕ∗◦i∗Q◦|θ|∗ = i∗P ◦|θ|∗

as maps H∗(|L|)→ H∗(P ) and thus induces a map to the limit over O(F). �

The main theorem is then that RL is an isomorphism.

8.1. The cohomology ring Noetherian. In this section we will prove that the
cohomology ring for any fusion system over a finite group is Noetherian. The central
tool will be F -isomorphisms as defined in [29, Chapter 3].

In the following E(S) will for any p-group S denote the set of elementary abelian
subgroups of S.

Proposition 8.3. Let F be a fusion system over a p-group S. Let F̄e denote
the full subcategory of F over the elementary abelian subgroups of S. Then the
restriction

λF : H∗(F)→ lim←−̄
Fe

H∗(−)

is an F -isomorphism.

Proof. Let F be a fusion system over a p-group S. Let Q be a p-group and FeQ be
the full subcategory of FQ(Q) over E(Q) and consider the restriction λQ : H∗(Q)→
lim←−FeQ

H∗(−). By comparing definitions the map of [29, Theorem 6.2] with X equal

to a point is exactly λQ, so we have that λQ is an F -isomorphism. As FeS is
subcategory of F̄e we have that ker(λF ) ⊆ ker(λS). Since λS is an F -isomorphism,
the kernel consists of nilpotent elements, so the same holds for the kernel of λF .

Now consider x = (xE)E∈F̄e ∈ lim←−F̄e H∗(−). We will now prove that there exists

k > 0 such that xp
k ∈ im(λF ). Let P ⊆ S. Then xP = (xE)E⊆P ∈ lim←−FeP

H∗(−).
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Since λP is an F -isomorphism, there exists kP > 0 such that (xP )p
kP ∈ im(λP ). By

definition of λP it means that there exists yP ∈ H∗(P ) such that ϕ∗(yP ) = (xE)p
kP

for any elementary abelian E ⊆ P and ϕ ∈ HomP (E,P ). Since S is a finite group,
it has only finitely many subgroups. Hence for k = max{kP | P ⊆ S} we can for
any P ⊆ S replace yP by (yP )p

k−kP and kP by k in the above and the statement
still holds.

Let ψ ∈ HomF (P,Q). For an elementary abelian subgroup E ⊆ P the restriction
ψ̃ : E → ψ(E) is a morphism in F̄e, so ψ̃∗(xψ(E)) = xE . Consider ψ∗(yQ) ∈ H∗(P ).
As ψ(E) ⊆ Q is elementary abelian we see that

i∗E(ψ∗(yQ)) =(ψ ◦ iE)∗(yQ) = (iψ(E) ◦ ψ̃)∗(yQ) = ψ̃∗(i∗ψ(E)(yQ))

=ψ̃∗((xψ(E))
pk) = (xE)p

k

= i∗E(yP ).

Hence λP (ψ∗(yQ)) = λP (yP ). As λP is an F -isomorphism, we have that ψ∗(yQ)−yP
is nilpotent, in particular there exists m ≥ 0 such that 0 = (ψ∗(yQ)−yP )p

m

. As we
are in characteristic p, we conclude ψ∗(yQ)p

m

= yp
m

P . Since there are only finitely
many morphisms in F , we can choose m sufficiently large, such that ψ∗(yp

m

Q ) = yp
m

P

for all P,Q ⊆ S and ψ ∈ MorF (P,Q). Then y = (yp
m

P )P⊆S ∈ H∗(F) with

λF (y) = (yp
m

E )E∈F̄e = (xp
m+k

E )E∈F̄e = xp
m+k

.

�

Lemma 8.4. Consider a commutative diagram of commutative rings of character-
istic p of the form

A - B

A′

λA

?
- B′

λB

?

where the horizontal maps are inclusion and both λA and λB are F -isomorphisms.
If the extension A′ → B′ is integral, then the same holds for the extension A→ B.

Proof. Let b ∈ B. We want to produce a monic polynomial in A[x] having b as a
root. As λB(b) ∈ B′ and the extension A′ ⊆ B′ is integral, there exists a monic
polynomial f ∈ A′[x] having λB(b) as a root. Since f only has finitely many
coefficients, there exists a k > 0 such that ap

k ∈ im(λA) for every coefficient in a of
f . As A is is a commutative ring of characteristic p, we have that the polynomial
fp

k ∈ A′[x] has coefficient of the form ap
k

, where a is a coefficient of f . Hence
there exists a monic polynomial f̃ ∈ A[x] with λA(f̃) = fp

k

. By commutativity of
the diagram, this implies that

λB(f̃(b)) = λA(f̃)(λB(b)) = fp
k

(λB(b)) = f(λB(b))p
k

= 0.

As λB is an F -isomorphism we have that f̃(b) is nilpotent. Hence there exists
N > 0, such that f̃(b)N = 0. Then f̃N ∈ A[x] is monic with b as a root. �

Proposition 8.5. Let F be a fusion system over a p-group S. Then the ring
H∗(F) is Noetherian and the inclusion H∗(F)→ H∗(BS) makes H∗(BS) a finitely
generated H∗(F)-module.
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Proof. Consider F a fusion system over a finite p-group S. Let n be the maximal
rank of an element in E(S) and set V = (Z/p)n. Then GL(V ) acts on V and induces
an action on H∗(BV ). We now define a map τ : H∗(BV )GL(V ) →

∏
E∈E(S) H∗(BE)

by choosing monomorphisms ψE : E → V for all E ∈ E(S) and setting τ(x) =

(ψ∗E(x))E∈E(S). If for E ∈ E(S) we consider any monomorphism ψ̃E : E → V ,
then ψ̃E(E) and ψE(E) are two subspaces of the finite dimensional Fp-vector space
V of the same dimension, so the isomorphism between them induced by ψ̃E(E)
and ψE(E) can be extended to all of V . Hence there exists ϕ ∈ GL(V ) such
that ψE = ϕ ◦ ψ̃E . For x ∈ H∗(BV )GL(V ) we have that ϕ∗(x) = x and therefore
ψ∗E(x) = ψ̃∗E(ϕ∗(x)) = ψ̃∗E(x). So τ does not depend on the particular choice of ψE .

Any map ϕ ∈ MorF̄e(E, Ẽ) is injective, so ψẼ◦ϕ and ψE are two monomorphisms
from E to V . By the above we get that ψ∗E(x) = ϕ∗(ψ∗

Ẽ
(x)) for x ∈ H∗(BV )GL(V ),

which implies that τ(x) ∈ lim←−F̄e H∗(−). Note that there exists E ∈ E(S) such that
E has the same rank as V . For this particular E the map ψE is an isomorphism,
so the same holds for ψ∗E . So we see that the map τ is injective.

Let Hev(BV ) be the elements of H∗(BV ) of even degree. We have by [19, Thm
page 500] that H∗(Z/p;Fp) equals Fp[x]⊗ΛFp [y] for some y ∈ H1(Z/p;Fp) and x ∈
H2(Z/p;Fp) for p an odd prime while H∗(Z/2;F2) equals F2[x] for a x ∈ H1(Z/p;Fp).
As the classifying spaces of finite groups are CW-complexes we have by the Kunneth
formula [19, Theorem 3.16] that H∗(BV ) is a finite tensor product of H∗(Z/p) over
Fp. So in both cases Hev(BV ) is a finitely generated polynomial algebra over Fp.
In the theory of commutative rings one of the basic results is that for an integral
ring extension B ⊆ A where A is finitely generated B-algebra, we have that A is
a finitely generated B-module [4, Proposition 5.1]. For B = Hev(BV )GL(V ) and
A = Hev(BV ) for an x ∈ Hev(BV ) the polynomial

∏
σ∈GL(V )(t − σ(x)) is monic,

has x as a root and coefficients in Hev(BV )GL(V ), so we conclude that Hev(BV ) is
a finitely generated Hev(BV )GL(V )-module. Then by [2, Theorem 1] we conclude
that Hev(BV )GL(V ) is a finitely generated Fp-algebra. By Hilbert’s basis Theorem
this implies that the ring Hev(BV )GL(V ) is Noetherian.

For each E ∈ E(S) we have a chosen an injective map ψE : E → V . The
fundamental theorem of finite abelian groups implies that V = ψE(E) ⊕ V ′ for
some subgroup V ′ of V . Hence there exists a group homomorphism ϕE : V → E
given by (ψE(g), v′) 7→ g satisfying ϕE ◦ψE = idE . Then ψ∗E ◦ϕ∗E = idH∗(E), so ψ∗E
is surjective. In particular ψ∗E : Hev(BV )→ Hev(BE) is surjective, so the image of
the generating set for Hev(BV ) as a Hev(BV )GL(V )-module, will be a generating set
for Hev(BE) as a Hev(BV )GL(V )-module, where the module structure is induced
by ψ∗E . As E(S) is a finite set we get that

∏
E∈E(S) Hev(BE) is finitely generated

as a Hev(BV )GL(V )-module by the map τ .
As im τ ⊆ lim←−E∈F̄e H∗(BE), the map τ can be see as the composition

H∗(BV )GL(V ) τ- lim←−
E∈F̄e

H∗(BE) - lim←−
E∈FeS

H∗(BE) -
∏

E∈E(S)

H∗(BE)

H∗(F)

λF
6

- H∗(BS)

λS
6
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where all other horizontal maps are inclusions and the notation agrees with the
one used in the proof of Proposition 8.3. As

∏
E∈E(S) Hev(BE) is finitely generated

as a Hev(BV )GL(V )-module, every element of
∏
E∈E(S) Hev(BE) is integral over

Hev(BV )GL(V ). In particular every element of the submodule lim←−E∈FeS
H∗(BE) is

integral over Hev(BV )GL(V ). Let ω ∈ lim←−E∈FeS
H∗(BE) be a root of the monic non-

trivial polynomial f ∈ Hev(BV )GL(V )[x]. The map τ is injective, so the polynomial
τ(f) will be a monic non-trivial polynomial with coefficients in lim←−E∈F̄e Hev(BE)

having ω as a root. So every element in lim←−E∈FeS
Hev(BE) is also integral over

lim←−E∈F̄e Hev(BE). By Proposition 8.3 both the maps λF and λS are F -isomorphisms.
For any of the above rings the subring of elements of even degree is a commutative
ring of characteristic p. By Lemma 8.4 used on the square in the diagram restricted
to the elements of even degree, we conclude that the extension Hev(F) ⊆ Hev(BS)
is integral.

As S is a finite group and Fp is Noetherian [15, Corollary 6.2] implies that
H∗(BS) is a finitely generated Fp-algebra. Hence is it also a finitely generated
Hev(F)-algebra. For any ω ∈ H∗(BS) of odd degree, we have that ω2 ∈ Hev(BS), so
there exists monic f ∈ Hev(F)[x] with f(ω2) = 0. In particular f(x2) ∈ Hev(F)[x]
will be monic with ω as a root, so the extension Hev(F) ⊆ H∗(BS) is integral. From
this we conclude that H∗(BS) is a finitely generated Hev(F)-module and hence also
a finitely generated H∗(F)-module.

We have that H∗(BS) is finitely generated as a Fp-algebra. The elements of even
degree will be generated by the generators of even degree and in the case of p = 2
also by the all products of two generators of odd degree. In all cases Hev(BS) is a
finitely generated Fp-algebra. As the extension Hev(F) ⊆ Hev(BS) is integral, this
implies that Hev(F) is a finitely generated Fp-algebra. Hilbert basis theorem then
implies that the ring Hev(F) is Noetherian. The ring H∗(BS) is a finitely generated
Hev(F)-module, and therefore Noetherian. As H∗(F) is a submodule of H∗(BS)
this implies that H∗(F) itself is Noetherian. �

8.2. RL is an F-isomorphism.

Lemma 8.6. Let (S,F ,L) be a p-local finite group. Then there exists a spectral
sequence converging to H∗(|L|), where the columns of the E1-page are finite products
of H∗(BP ) for P ⊆ S, and the E2-page has only finitely many non-zero columns.

Furthermore the homomorphism RL : H∗(|L|) → H∗(F) is an F -isomorphism
and it makes H∗(F) into a finitely generated H∗(|L|)-module.

Proof. By Proposition 4.2 it follows that |L| ' hocolimOc(F) B̃, where B̃ : Oc(F)→
Top satisfies B̃P ' BP . Using the spectral sequence for the cohomology of the
homotopy colimit [7, XII.4.5] we get a spectral sequence converging to H∗(|L|) with

Enk1
∼=

∏
P0(···(Pn⊆S

Hk(BP0), Enk2
∼= lim←−
Oc(F)

n Hk(B(−)).

As S is a finite group, there exists only finitely many strictly increasing chains of
subgroup, so the products on the E1-page are all finite. Since F is saturated, it
follows from Corollary 6.11, that Oc(F) has bounded limits at p and therefore by
considering the functor H∗(B̃(−)) : Oc(F)op → Z(p)-mod we get that the E2-page
has only finitely many non-zero columns.
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The spectral sequence for the cohomology of the projection hocolimOc(F)(B̃)→
|Oc(F)| uses the same filtration of the homotopy colimit as the spectral sequence
for the cohomology of hocolim used above. So the two spectral sequences agree and
by [8, IV 6.5] they are multiplicative.

As F is saturated, it follows by Alperin’s fusion theorem for saturated fusion
systems [10, Theorem A.10] that every morphism in O(F) is the restriction of
a morphism in Oc(F), so H∗(F) ∼= limOc(F) H∗(−). Thus we have that E0∗

2
∼=

H∗(F). The spectral sequence converges to H∗(|L|) and for a k we consider the
largest submodule F k1 in the resulting filtration different from Hk(|L|). Then the
isomorphism Hk(|L|)/F k1 → E0,k

∞ ⊆ Hk(F) is exactly RL. So E0,k
∞ = RL(Hk(|L|))

and F k1 = ker(RL)∩Hk(|L|). Hence the image of RL is generated by the permanent
cycles.

Now consider a x ∈ F k1 = ker(RL) ∩ Hk(|L|). As E∞ has only finitely many
nonzero columns, we have that E∗N∞ = 0 for all N ≥ M for some large M . Using
the notation from [20, Chapther 1.2] we have 0 = F kMkM = · · · = F kMM , since all their
quotients are zero. Using the multiplicative structure we have xM ∈ F kMM . So we
conclude that xM = 0 and hence nilpotent. As any element in ker(RL) is a finite
sum of homogeneous elements, we conclude that the kernel consists of nilpotent
elements.

Consider x ∈ Hk(F) = E0k
2 and assume that x is not a permanent cycle. Then

there exists r ≥ 2 such that dr(x) 6= 0. Let r ≥ 2 be the smallest integer such that
this holds. If both p are k are odd, we have that x2 = 0, so xp = 0 and hence
is a permanent cycle. Assume that either p or k is even. Then by the Leibnitz
formula for the differential we get that dr(xp) = pxp−1dr(x) = 0, so dN (xp) = 0
for all 2 ≤ N ≤ r. By iterating the process we get that there exists a M > 0 such
dr(x

pM ) = 0 for all r less than the number of non-zero columns of the spectral
sequence. Then all higher differentials are trivially zero, so we get that xp

M

is a
permanent cycle and so xp

M ∈ im(RL). As we are working in characteristic p, this
implies that for every finite sum of homogeneous elements, there exists a M > 0,
such that the pM -power of the element is in im(RL).

By Proposition 8.5 H∗(BS) is finitely generated as both a H∗(F)-module and
as Fp-algebra, so we have that H∗(F) is finitely generated as a Fp-algebra. Let
{x1, . . . , xn} be a set of homogeneous algebra generators for H∗(F). Then by the
above there exists mi > 0, such that xmii ∈ im(RL). Hence we get that the finite
set {xji | 1 ≤ i ≤ n, 1 ≤ j ≤ mi} will generate H∗(F) as a im(RL)-module. �

8.3. Characteristic (S×S)-set for a fusion system. In the chapter we will focus
on the characteristic (S × S)-set for a saturated fusion system F over a p-group
S. Such a (S × S)-set always exists and gives rise to a left inverse of the inclusion
H∗(F) → H∗(BS). Note that in the literature one traditionally considers the
corresponding (S, S)-biset. As there is a bijective correspondence between (S, S)-
bisets and (S × S)-sets and all proofs are done for the associated (S × S)-sets, we
will choose only to work with (S × S)-sets.

Lemma 8.7. Let F be a saturated fusion system over a p-group S, and let H be a
set of subgroups of S which is closed under taking subgroups and F-conjugacy. Let
Ω0 be a S-set with the property that if P,Q ⊆ S are F-conjugate and not elements
of H, then |ΩP0 | = |ΩQ0 |. Then there exists a S-set Ω containing Ω0, such that
|ΩP | = |ΩQ| for each pair of F-conjugate subgroups P,Q ⊆ S and if P /∈ H, then
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ΩP = ΩP0 . In particular we have for all P ⊆ S and α ∈ HomF (P, S) that Ω
considered as a P -set via restriction and via α are isomorphic.

Proof. The proof will be by induction on the number of F-conjugacy classes in H.
If H = ∅ we have that Ω = Ω0 satisfies the conditions. Assume that H is not empty
and the lemma holds for any set H′ with the number of F-conjugacy classes less
that H. Pick a maximal subgroup P ∈ H, which is fully centralized in F . Let H′ be
the subset of H containing all subgroups not F-conjugate to P . Then H′ satisfies
the conditions of the lemma and the number of F-conjugacy classes in H′ is less
than in H, so we can apply the induction hypothesis to H′.

Consider a Q ⊆ S and a g ∈ Q. Then for any ω ∈ ΩQ0 we have that g−1ω ∈
Ωg
−1Qg

0 . Since the map g−1 : ΩQ0 → Ωg
−1Qg

0 is bijective, we have that |ΩQ0 | =

|Ωg
−1Qg

0 | for any g ∈ S. For the S-set S/Q we have that sQ ∈ (S/Q)Q
′
for some

Q′ ⊆ S if and only if s−1Q′s ⊆ Q. So |(S/Q)Q
′ | 6= 0 if and only if s−1Q′s ⊆ Q for

a s ∈ S.
If for a Q ⊆ S there exists an s ∈ S, such that s−1Qs ⊆ P , then Q ∈ H. Hence

for Q /∈ H we have that (S/P )Q = ∅. Consider a P ′ which is F-conjugate to P .
If s−1P ′s = P for some s ∈ S, then |ΩP0 | = |ΩP ′0 | and |(S/P )P

′ | = |(S/P )P | =

|NS(P )/P |. If P ′ is not conjugate to P , then |(S/P )P
′ | = 0. So we may add orbits

of the form S/P to Ω0, such that |ΩP0 | ≥ |ΩP
′

0 | for any P ′ which is F-conjugate to
P and this does not change the sets ΩQ0 for Q /∈ H, so the conditions still holds for
such a modified Ω0.

Fix a P ′ which is F-conjugate to P . Then there exists a ϕ ∈ HomF (P ′, P ). As
F is saturated, we get by the Sylow condition, that there exists a ψ ∈ AutF (P )
such that

{(ψϕ)cg(ψϕ)−1 | g ∈ NS(P ′)} ⊆ AutS(P )

Then ψϕ ∈ HomF (P ′, P ) where P is fully normalized and hence fully centralized, so
there exists an extension ϕ̄ ∈ HomF (Nψϕ, S) of ψϕ. By the above NS(P ′) ⊆ Nψϕ,
so we can consider ϕ̄ ∈ HomF (NS(P ′), NS(P )) with ϕ̄(P ′) = P . For all P ′ ( Q ⊆
NS(P ′) we have by maximality that Q /∈ H. As ϕ̄(Q) and Q are F-conjugate we
have by assumption, that |ΩQ0 | = |Ω

ϕ̄(Q)
0 |.

The group NS(P ′)/P ′ acts on the set ΩP
′

0 . Under this action an x ∈ ΩP
′

0 has
isotropy subgroup of the form Q/P ′ for some P ′ ⊆ Q ⊆ NS(P ′), hence it lies
in a non-free orbit exactly when the stabilizer subgroup is of the form Q/P ′ for
some P ′ ( Q ⊆ NS(P ′). Thus the set of elements in non-free orbits are exactly
{x ∈ ΩQ0 | P ′ ( Q ⊆ NS(P ′)}. Likewise NS(P ′)/P ′ acts on ΩP0 via ϕ̄ and the set of
elements in non-free orbits are in this case {x ∈ Ωϕ̄Q0 | P ′ ( Q ⊆ NS(P ′)}. Hence
by the above, ΩP

′

0 and ΩP0 have the same number of elements in non-free orbits, so
|ΩP ′0 | and |ΩP0 | only differ by a number of free NS(P ′)/P ′-orbits. The free orbits
all have |NS(P ′)/P ′| elements hence

|ΩP
′

0 | ≡ |ΩP0 | (mod |NS(P ′)/P ′|).

Put nP ′ =
|ΩP0 |−|Ω

P ′
0 |

|NS(P ′)/P ′| , and note that nP ′ ≥ 0 by assumption and nP = 0.
The set of subgroups which are F-conjugate to P is closed under conjugation

with elements from S, so we can pick a set of representatives for the conjugacy
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classes {P = P1, . . . , Pn}. We now consider the S-set

Ω1 = Ω0

∐
(

n∐
i=1

nPi(S/Pi)).

As Ω1 only differs from Ω0 by orbits of the form S/P ′, where P ′ ∈ H, we get that
ΩQ1 = ΩQ0 for any Q /∈ H. For P ′ which is F-conjugate to P ′, we have that P ′ is
S-conjugate to some Pi and

|ΩP
′

1 | = |Ω
Pi
1 | = |Ω

Pi
0 |+ nPi |(S/Pi)Pi | = |Ω

Pi
0 |+ nPi |NS(Pi)/Pi| = |ΩP0 | = |ΩP1 |

Then |ΩQ1 | = |ΩP1 | for any F-conjugate pair of subgroups of S, which are not
elements of H′, so by applying the induction hypothesis to this pair, we get a S-set
Ω satisfying the conditions of the lemma.

Assume that Ω and Ω′ are finite G-sets, where G is a finite group satisfying
|ΩP | = |Ω′P | for any subgroup P of G. Burnside’s Lemma implies that Ω and
Ω′ have the same number of orbits. We will prove that Ω and Ω′ are isomorphic
G-sets by induction on the number of orbits. We see that Ω = ∅ if and only if
|Ω/G| = 0, so Ω and Ω′ are isomorphic G-set if they have no orbits. Assume that
|Ω/G| = |Ω′/G| > 0, and for any pairs of G-sets Ω̃ and Ω̃′ with |Ω̃P | = |Ω̃′P | for all
P ⊆ G, where |Ω̃/G| < |Ω/G| we have that Ω̃ and Ω̃′ are isomorphic. As Ω/G 6= ∅,
we have that |ΩP | where P ⊆ G are not all empty. Pick x ∈ |ΩP |, where P is a
maximal subgroup of G, such that |ΩP | 6= ∅. Then the isotropy subgroup of x is
exactly P . As |ΩP | = |Ω′P |, we can choose x′ ∈ Ω′ with isotropy subgroup P . Then
we define a map F : Gx → Gx′ by sending gx → gx′. As both elements have the
same isotropy subgroup, F is injective and the orbits have the same length namely
|G|/|P |, so F is a G-isomorphism. Note that y ∈ Ω we have that y ∈ |ΩQ| if and
only if Q is a subgroup of the isotropy subgroup of y. For any g ∈ G we have
that the isotropy subgroups of gx and gx′ agree, so by the above remark we have
that the G-sets Ω \ Gx and Ω′ \ Gx′ satisfy the induction hypothesis. Thus there
exists a G-isomorphism between them. By extending this isomorphism using F , we
conclude that Ω and Ω′ are isomorphic G-sets.

Let P ⊆ S and α ∈ HomF (P, S). For any P ′ ⊆ P the P ′-fix-points for Ω

considered as a P -set via restriction is ΩP
′
, while the P ′-fix-points for Ω considered

as a P -set via α is Ωα(P ′). As P ′ and α(P ′) are F-conjugate, we have that |ΩP ′ | =
|Ωα(P ′)|. By the above result, we have that the two P -sets are isomorphic. �

For P ⊆ S and α ∈ Inj(P, S) we define ∆α
P = {(x, α(x)) | x ∈ P}, which is

a subgroup of S × S. Hence we may consider the (S × S)-set (S × S)/∆α
P . The

S × S-set of this form will be central in the following Proposition.

Proposition 8.8. Let F be a saturated fusion system over a p-group S. There
exists a (S × S)-set Ω where the following holds

• Every orbit is of the form (S × S)/∆α
P for P ⊆ S and α ∈ HomF (P, S).

• For all P ⊆ S and ϕ ∈ HomF (P, S) we have that Ω as a (P × S)-set via
restriction and via ϕ× idS are isomorphic.
• |Ω|/|S| ≡ 1 (mod p)

Furthermore there exists a FΩ ∈ End(H∗(BS)), which is idempotent, H∗(F)-linear
and a homomorphism of modules over the Steenrod algebra Ap. Furthermore imFΩ =
H∗(F).
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Proof. As F is saturated we have that S is fully normalized and so AutS(S) =
Inn(S) ∈ Sylp(AutF (S)). Since OutF (S) = AutF (S)/ Inn(S), we conclude that
|OutF (S)| is prime to p. So there exists k > 0 such that k|OutF (S)| ≡ 1 modulo
p. Let {α1, . . . , α|OutF (S)|} where αi ∈ AutF (S) be a set of representatives for
OutF (S). Consider the (S × S)-set

Ω0 = k

|OutF (S)|∐
i=1

(S × S)/∆αi
S

For any 1 ≤ i ≤ |OutF (S)| we have that |∆αi
S | = |S|, so |(S×S)/∆αi

S | = |S|. Then
|Ω0| = k|OutF (S)||S| and hence |Ω0|/|S| ≡ 1 (mod p).

By the definition of orbit we see that

((S × S)/∆αi
S )∆

αi
S = NS×S(∆αi

S )/∆αi
S .

A (g, h) ∈ NS×S(∆αi
S ) if (gxg−1, hαi(x)h−1) ∈ ∆αi

S for all x ∈ S. This im-
plies that αi(g)αi(x)αi(g)−1 = hαi(x)h−1 for all x ∈ S, so αi(g) = hz for some
z ∈ Z(αi(S)) = Z(S). We conclude that the normalizer NS×S(∆αi

S ) has order
|∆αi

S ||Z(S)|. Then |((S×S)/∆αi
S )∆

αi
S | = |Z(S)|. Note that for an α ∈ AutF (S) we

have that ∆α
S is S×S-conjugate to ∆αi

S for some i if and only if α and αi determines
the same class in OutF (S). So ((S × S)/∆αi

S )∆α
S 6= ∅ if and only if α and αi deter-

mine the same class in OutF (S) and in this case |((S × S)/∆αi
S )∆α

S | = |Z(S)|. As
the αi’s are a set of representative for OutF (S), we conclude that |Ω∆α

S
0 | = k|Z(S)|.

Consider the following set of subgroups of S × S:

H = {∆α
P | P ( S, α ∈ HomF (P, S)}.

A subgroup of ∆α
P ∈ H is by considering the definition of ∆α

P of the form ∆
α|Q
Q ,

whereQ is a subgroup of P and α|Q is the restriction of α. Then α|Q ∈ HomF (Q,S),
hence ∆

α|Q
Q ∈ H. As ∆α

P ⊆ P × α(P ), a morphism ϕ ∈ HomF×F (∆α
P , S × S) is

of the form ϕ = (ϕ1 × ϕ2)|∆α
P
, where ϕ1 ∈ HomF (P, S) and ϕ2 ∈ HomF (α(P ), S).

Thus

ϕ(∆α
P ) = {(ϕ1(x), ϕ2α(x)) | x ∈ P} = ∆

ϕ2αϕ
−1
1

ϕ1(P ) .

Since ϕ1 is injective, we have that ϕ1(P ) is a proper subgroup of S, so ϕ(∆α
P ) ∈ H.

Hence the set H is closed under taking subgroup and F × F-conjugacy. Consider
a subgroup Q ⊆ S × S which is not an element in H. Assume that Q = ∆α

S for
some α ∈ AutF (S). An F ×F-conjugate Q′ to Q is then of the form ∆α′

S for some
α′ ∈ AutF (S). By the above we have that |ΩQ0 | = k|Z(S)| = |ΩQ

′

0 |. Assume that
Q is not of the form ∆α

S . Then Q is not S × S-conjugate to a subgroup of ∆αi
S for

all 1 ≤ i ≤ |OutF (S)| and therefore ΩQ0 = ∅. As the same is true for any F × F-
conjugate of Q, we conclude that |ΩQ0 | = |ΩQ

′

0 | for any pair of F × F-conjugate
subgroups of S×S which are not in H. Since the fusion system F ×F is saturated
[10, Lemma 1.5], it follows from Lemma 8.7, that there exists an (S × S)-set Ω

containing Ω0 such that |ΩQ| = |ΩQ′ | for any pair of F ×F-conjugate subgroups of
Q,Q′ ⊆ S × S and furthermore ΩR = ΩR0 for all r ⊆ S × S with R /∈ H. Then we
get directly that the isotropy subgroups of elements in Ω \ Ω0 are elements of H.
Likewise the lemma implies that for all P ⊆ S and α ∈ HomF (P, S) we have that
Ω as a (P × S)-set via restriction and via α× idS are isomorphic.
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Every orbit of Ω is isomorphic to (S × S)/∆α
P for some P ⊆ S and α ∈

HomF (P, S). So we have that Ω is isomorphic to
∐N
i=1(S×S)/∆αi

Pi
for some N > 0,

Pi ⊆ S and αi ∈ HomF (Pi, S) for 1 ≤ i ≤ N . The orbits in Ω \ Ω0 have this form
where furthermore P ( S. As |∆α

P | = |P | they satisfy |(S × S)/∆α
P | = |S|[S : P ],

where p | [S : P ], so we see that |Ω| ≡ |Ω0| ≡ |S| (mod p|S|). Then |Ω|/|S| ≡ 1
(mod p).

For P ⊆ S and α ∈ HomF (P, S) we define F(P,α) ∈ End(H∗(BS)) as the com-
posite

H∗(BS)
α∗- H∗(BP )

trfSP- H∗(BS)

where trfSP is the transfer map. By the definition of H∗(F) we have that for any
other α′ ∈ HomF (P, S) we have α∗ = α′∗ on H∗(F). In particular this holds for
the inclusion iP ∈ HomF (P, S) and therefore α∗(r) = i∗P (r) = resP (r) for any
r ∈ H∗(F). Then for r ∈ H∗(F) we have using [16, Proposition 4.2.2.] that

F(P,α)(r) = trfSP (α∗(r)) = trfSP (resP (r)) = [S : P ]r =
|(S × S)/∆α

P |
|S|

r.

Now define FΩ =
∑N
i=1 F(Pi,αi). As both α∗ and the transfer maps are homomor-

phisms of modules over the Steenrod-algebra, the same is true for FΩ.
Then for r ∈ H∗(F) we have that

FΩ(r) =

N∑
i=1

|(S × S)/∆αi
Pi
|

|S|
r =
|Ω|
|S|

(r)

and since we are in characteric p and |Ω|/|S| ≡ 1 (mod p), we conclude that F (r) =
r for all r ∈ H∗(F).

Let r ∈ H∗(F) and x ∈ H∗(BS). Then we have that for any P ⊆ S and
α ∈ HomF (P, S)

F(P,α)(rx) = trfSP (α∗(rx)) = trfSP (α∗(r)α∗(x)) = trfSP (resP (r)α∗(x))

= r trfSP (α∗(x)) = rF(P,α)(x)

by using the transfer formula [11, V 3.8], since P has finite index in S. As FΩ is a
finite sum of such maps, we conclude that FΩ is H∗(F)-linear.

Let P ⊆ S and α ∈ HomF (P, S). We will now prove that α∗ ◦F = resSP ◦F . Let
1 ≤ i ≤ N , and letDi be a set for the double cosets representatives S = ∪x∈DiPxPi.
Then by [16, Theorem 4.6.2] we have that

resSP ◦FΩ =

N∑
i=1

resSP ◦ trfSPi ◦ϕ
∗
i =

N∑
i=1

∑
x∈Di

trfPP∩Pxi ◦ res
Pxi
P∩Pxi

◦c∗x−1 ◦ ϕ∗i .

Note that we have Di × 1 is a set of double coset representatives for S × S =
∪Di×1(P × S)(x, 1)∆αi

Pi
. Consider the (S × S)-set (S × S)/∆αi

Pi
as a (P × S)-set

via iP × idS . Then the above coset representation implies that (S × S)/∆αi
Pi

as a
(P × S)-set is the disjoint union over orbits (P × S)(x, 1)∆αi

Pi
, where x ∈ Di. Thus

for any x ∈ Di the isotropy subgroup of the element (x, 1)∆αi
Pi

with respect to the
(P × S)-action is

(P × S) ∩ (∆αi
Pi

)(x,1) = (P × S) ∩ {(cx(y), αi(y)) | y ∈ Pi} = ∆
ϕi◦cx−1

P∩Pxi
.
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Then (S × S)/∆αi
Pi

as a P × S-set is isomorphic to
∐
x∈Di(P × S)/∆

ϕi◦cx−1

P∩Pxi
. Com-

paring with the above formula we conclude that resSP ◦FΩ = FΩiP ,idS
, where ΩiP ,idS

is Ω as a (P ×S)-set via iP × idS . We have that ΩiP ,idS and Ωα,idS are isomorphic
as (P × S)-sets.

So we want to investigate the (P × S)-set Ωα,idS . For 1 ≤ i ≤ N let D̃i be
a set of coset representatives S = ∪x̃∈D̃iα(P )x̃Pi. Then, as before, Ωα,idS is the
disjoint union over orbits (P ×S)(x̃, 1)∆αi

Pi
, where 1 ≤ i ≤ N and x̃ ∈ D̃i. Similarly

for any x̃ ∈ D̃i the isotropy subgroup of the element (x̃, 1)∆αi
Pi

with respect to the
P × S-action is

(α−1 × idS)((α(P )× S) ∩ (∆αi
Pi

)(x̃,1)) = ∆
ϕi◦cx̃−1◦α
α−1(α(P )∩P x̃i )

.

Isomorphic P × S-sets have the same orbit representation, so we conclude that

{∆ϕi◦cx−1

P∩Pxi
| 1 ≤ i ≤ N, x ∈ Di} = {∆ϕi◦cx̃−1◦α

α−1(α(P )∩P x̃i ))
| 1 ≤ i ≤ N, x̃ ∈ D̃i}

Now using that the transfer map is independent of the choice of coset representa-
tives, we conclude that

resSP ◦FΩ =

N∑
i=1

∑
Di

trfPP∩Pxi ◦ res
Pxi
P∩Pxi

◦c∗x−1 ◦ ϕ∗i

=

N∑
i=1

∑
D̃i

trfPα−1(α(P )∩P x̃i ) ◦(α|α−1(α(P )∩P x̃i ),α(P )∩P x̃i )∗ ◦ res
P x̃i
α(P )∩P x̃i

◦c∗x̃−1 ◦ ϕ∗i

=

N∑
i=1

∑
D̃i

(α|P,α(P ))
∗ ◦ trf

α(P )

α(P )∩P x̃i
◦ res

P x̃i
α(P )∩P x̃i

◦c∗x̃−1 ◦ ϕ∗i

= (α|P,α(P ))
∗ ◦ resSα(P ) ◦FΩ = α∗ ◦ FΩ

Then for every x ∈ H∗(BS), and ϕ,ψ ∈ HomF (P, S) we have that ϕ∗(FΩ(x)) =
resSP (FΩ(x)) = ψ∗(FΩ(x)). So the image of FΩ ⊆ H∗(F). As FΩ is the identity on
H∗(F), we conclude that imFΩ = H∗(F) and FΩ is idempotent. �

8.4. The quotient fusion system. For a p-local finite group (S,F ,L) and a
central subgroups V ⊆ S we will now construct a p-local finite group, that in some
sense can be considered as the quotient of the original.

To prove that the construction gives in fact a saturated fusion system, the fol-
lowing lemma will we used. There exists equivalent conditions for a fusion system
to be saturated, than the one used here, and the lemma is a part of the proof that
they are is fact equivalent.

Lemma 8.9. Let F be a fusion system on a p-group S satisfying axiom I and the
extension axiom for fully normalized subgroups. Then F is saturated.

Proof. To prove that F is saturated let ϕ ∈ HomF (P, S) be a morphism in F , such
that Q = imϕ is fully centralized in F . We now choose R ⊆ S which is F-conjugate
to Q and fully normalized in F . Let ψ ∈ HomF (Q,R). Then ψAutS(Q)ψ−1 is a
p-subgroup of AutF (R), and as R is fully normalized in F there is by axiom I
a χ ∈ AutF (R) such that χψAutS(Q)ψ−1χ−1 ⊆ AutS(R). This implies that
Nχψ = NS(Q). By the extension axiom for fully normalized subgroups we conclude
that χψ extents to a morphism σ ∈ HomF (NS(Q), NS(R)). Similarly we have that
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Nϕ ⊆ Nχψϕ, so χψϕ extends to a morphism τ ∈ HomF (Nϕ, NS(R)). Consider
x ∈ Nϕ. Then ϕcxϕ−1 = cy for some y ∈ NS(Q) and

cτ(x) = χψϕcx(χψϕ)−1 = χψcy(χψ)−1 = cσ(y).

Thus τ(x) = σ(y)z for some z ∈ CS(R). Since Q is fully centralized, we conclude
that σ(CS(Q)) = CS(R), and in particular z = σ(v) for a v ∈ CS(Q) ⊆ NS(Q).
Then τ(x) ∈ σ(NS(Q)), so τ(Nϕ) ⊆ σ(NS(Q)). Thus σ−1τ ∈ HomF (Nϕ, NS(Q))
and is an extension of ϕ. �

Lemma 8.10. Let (S,F ,L) be a p-local finite group and V ⊆ S a subgroup of
order p, such that F = CF (V ). The induced fusion system F/V on S/V has as
morphism set HomF/V (P/V,Q/V ) = {ϕ/V | ϕ ∈ HomF (P,Q)}. Let L/V be the
category with objects P/V ⊆ S/V , where P is F-centric and

MorL/V (P/V,Q/V ) = MorL(P,Q)/δP (V ).

Let L0 ⊆ L be the full subcategory of L, on objects P ⊆ S, such that P/V is (F/V )-
centric, and (L/V )c ⊆ L/V the full subcategory of L/V , on objects P/V ⊆ S/V ,
such that P/V is (F/V )-centric. Then the following holds:

(a) The fusion system F/V is saturated and (L/V )c is a central linking system
associated to F/V .

(b) The sequence BV → |L0|∧p → |(L/V )c|∧p is a fibration sequence.
(c) The inclusion |L0|∧p ⊆ |L|∧p is a homotopy equivalence.
(d) If R(L/V )c is an isomorphism, then RL is an isomorphism.

Proof. Let V ⊆ S be a subgroup of order p such that F = CF (V ). Since CF (V )
is a fusion system on CS(V ) we have that V is normal in S. We note that S/V is
then a p-group. Furthermore we have that any ϕ ∈ HomF (P,Q) can be extended
to a ϕ̄ ∈ HomF (PV,QV ) which is the identity on V . So for P,Q ⊆ S containing V
and ϕ ∈ HomF (P,Q), the map (ϕ/V )xV = ϕ(x)V is well-defined. It then follows
easily that F/V is a fusion system over S/V .

As cg ∈ AutF (S) for any g ∈ S this implies that V ⊆ Z(S). For a F-centric
subgroup P , we have that

V ⊆ Z(S) ⊆ CS(P ) ⊆ P,
so by the above any morphism in Fc is the identity on V . Then for P,Q ∈ L and
f ∈ MorL(P,Q), we have that π(f)|V = idV . Hence for any v ∈ V we get that the
following diagram is commutative by the property (C) for L:

P
f - Q

P

δP (v)

? f - Q

δQ(v)

?

Then f ∈ MorL(P,Q), g ∈ MorL(Q,R) and v, v′ ∈ V will satisfy gδQ(v′)fδP (v) =
gfδP (v′v). So the composition of morphisms in L/V is well-defined, and it follows
easily that it is a category.

For any V ⊆ P ⊆ S we have a map AutF (P ) → AutF/V (P/V ) by ϕ 7→ ϕ/V .
Let ΓP denote the kernel of this map. Let N0

S(P ) = {g ∈ NS(P ) | cg ∈ ΓP }. Then
for any g ∈ N0

S(P ) we have that idP/V = cg/V = cgV , so N0
S(P )/V ⊆ CS/V (P/V ).
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Similarly any gV ∈ CS/V (P/V ) will satisfy that gPg−1 ⊆ PV = P and cg/V =

idP/V , so CS/V (P/V ) ⊆ N0
S(P )/V and thus CS/V (P/V ) = N0

S(P )/V .
Consider a pair of subgroups P,Q ⊆ S containing V , such that P/V is fully

centralized in F/V and Q is fully normalized in F . Since ΓQ is a kernel, it is
a normal subgroup of AutF (Q). Let ϕ ∈ ΓQ and q ∈ Q. Then ϕ(q) = qv for
some v ∈ V . Since ϕ(v) = v and |V | = p we have that ϕp(q) = qvp = q. Thus
ΓQ is a normal p-subgroup of AutF (Q) and hence contained in every Sylow-p-
subgroup. As Q is fully normalized and F is saturated, it follows from the axioms
for saturation that ΓQ ⊆ AutS(Q). Let ϕ ∈ HomF (P,Q) be an isomorphism. As Q
is fully normalized and hence fully centralized, we have by the extension axiom for
saturated fusion systems that ϕ extends to a ϕ̄ ∈ HomF (Nϕ, S). Let g ∈ N0

S(P ).
Then g ∈ NS(P ) and cg/V = idP/V , so

(ϕ ◦ cg ◦ ϕ−1)/V = ϕ/V ◦ cg/V ◦ (ϕ/V )−1 = ϕ/V ◦ (ϕ/V )−1 = idQ/V

Hence ϕ ◦ cg ◦ϕ−1 ∈ ΓQ ⊆ AutS(Q) and we conclude that N0
S(P ) ⊆ Nϕ. Note that

for any g ∈ N0
S(P ) we have ϕ̄(g) ∈ NS(ϕ̄(P )) = NS(Q). Thus for any q ∈ Q we see

that
cϕ̄(g)(q) = ϕ̄(g)qϕ̄(g)−1 = (ϕ ◦ cg ◦ ϕ−1)(q)

and so cϕ̄(g)/V = idQ/V . Hence ϕ̄(N0
S(P )) ⊆ N0

S(Q), and by this we can con-
sider the restriction ϕ̄ ∈ HomF (N0

S(P ), N0
S(Q)). By the previous remark ϕ̄/V ∈

HomF/V (CS/V (P/V ), CS/V (Q/V )). Since P/V is fully centralized in F/V we have
that |CS/V (P/V )| ≥ |CS/V (Q/V )|. As the map ϕ̄/V is injective, we conclude that
it is in fact an isomorphism and |CS/V (P/V )| = |CS/V (Q/V )|. In particular we
get that Q/V is fully centralized in F/V . This implies that |N0

S(P )| = |N0
S(Q)|,

forcing the injective map ϕ̄ to be an isomorphism as well. Since ΓQ ⊆ AutS(Q),
we see that ΓQ = {cg | g ∈ N0

S(Q)} so

ΓP = ϕ−1ΓQϕ = {ϕ−1cgϕ | g ∈ N0
S(Q)} = {cϕ̄−1(g) | g ∈ N0

S(Q)}
= {cg | g ∈ N0

S(P )} ⊆ AutS(P )

As fully centralized and fully normalized are maximality conditions on the F-
conjugacy classes, such elements always exist, so we have proven the following
implications:

Q fully normalized in F =⇒ Q/V fully centralized in F/V =⇒ ΓQ ⊆ AutS(Q)

We will now prove that F/V is saturated. Let V ⊆ P ⊆ S be a subgroup, such
that P/V is fully normalized in F/V . We have thatNS/V (P/V ) = NS(P )/V . Since
V is central in F , any F-conjugate to P also contains V . This implies that P is fully
normalized in F . By the proven implications we conclude that P/V is fully cen-
tralized in F/V and ΓP ⊆ AutS(P ). We have that AutF/V (P/V ) ∼= AutF (P )/ΓP
and this restricts to AutS/V (P/V ) ∼= AutS(P )/ΓP . As AutS(P ) ∈ Sylp(AutF (P )),
the isomorphisms implies that AutS/V (P/V ) ∈ Sylp(AutF/V (P/V )). By Lemma
8.9 it is sufficient to prove the extension axiom for fully normalized subgroups of
S/V . Let ϕ ∈ HomF/V (P/V, S/V ) be a morphism in F/V , such that imϕ is fully
normalized in F/V . We choose ϕ̃ ∈ HomF (P, S) such that ϕ̃/V = ϕ. Set Q = im ϕ̃.
Then imϕ = Q/V is fully normalized in F/V , so by the above we conclude that
Q is fully normalized in F . By axiom I for F , we get that Q is fully centralized in
F , so ϕ̃ extends to a ϕ̄ ∈ HomF (Nϕ̃, S). Hence ϕ̄/V ∈ HomF/V (Nϕ̃/V, S/V ) is an
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extension of ϕ. Consider xV ∈ Nϕ. Then x ∈ NS(P ), and it satisfies

(ϕ̃cxϕ̃
−1)/V = ϕcxV ϕ

−1 ∈ AutS/V (P/V ) ∼= AutS(P )/ΓP ,

thus ϕ̃cxϕ̃−1 ∈ AutS(P ) and hence x ∈ Nϕ̃. So Nϕ ⊆ Nϕ̃/V and therefore ϕ̄/V ∈
HomF/V (Nϕ, S/V ) is an extension of ϕ on the proper target. Hence the extension
axiom holds for fully normalized subgroups and we conclude that F/V is saturated.

We now turn to the central linking system. Let π/V : (L/V )c → F/V be the
functor induced by π : L → F , hence (π/V )(P/V ) = P/V and (π/V )(ϕ/δP (V )) =
π(ϕ)/V . For any v ∈ V we have that π(δP (v)) = cv|P = idP , so the func-
tor π/V is well-defined on morphisms. Similarly for P/V ∈ (L/V )c we define
δP/V : P/V → Aut(L/V )c(P/V ) by δP/V (xV ) = δP (x)/δP (V ). Then δP/V is a well-
defined monomorphism. By definition we have that π/V is the identity on objects
and surjective on morphisms, since the same is true for π. We need to prove that
π/V is in fact the orbit map for the free action of Z(P/V ) on Mor(L/V )c(P/V,Q/V )
via δP/V (Z(P/V )). For this let P/V,Q/V ∈ (L/V )c and consider the diagram

MorL(P,Q)
/δP (V )- Mor(L/V )c(P/V,Q/V )

MorF (P,Q)

π = /δP (Z(P ))

? /ΓP- Mor(F/V )c(P/V,Q/V )

π/V

?

where we indicate that three of the maps are in fact orbit map with respect
to the indicated groups. The diagram commutes, as both sides represent the
map f 7→ π(f)/V . Now consider ϕ/δP (V ), ψ/δP (V ) ∈ Mor(L/V )c(P/V,Q/V )
such that (π/V )(ϕ/δP (V )) = (π/V )(ψ/δP (V )), i.e. π(ϕ)/V = π(ψ)/V . As the
lower horizontal map is the orbit map by ΓP there exists an α ∈ ΓP such that
π(ϕ) = π(ψ)α. Since P/V is F/V -centric, i.e CS/V (P/V ) ⊆ P/V , the same
holds for any F/V -conjugate to P/V , thus the centralizer for P/V is isomorphic
to the centralizer for any F/V -conjugate and hence P/V is fully centralized. By
a previous implication we have that ΓP ⊆ AutS(P ), so α = cg for some g ∈ S
satisfying idP = cg/V = cgV . Hence gV ∈ Z(P/V ) and thus g ∈ P . Now
π(ϕ) = π(ψ)cg = π(ψ) ◦ π(δP (g)) = π(ψ ◦ δP (g)). As π is the orbit map w.r.t.
Z(P ) we conclude that there is a g′ ∈ Z(P ) such that ϕ = ψ ◦ δP (gg′). Hence
ϕ/δP (V ) = ψ/δP (V ) ◦ δP/V (gg′V ). Using the fact that g′ ∈ Z(P ) and V ⊆ Z(P )
we conclude that g′V ∈ Z(P/V ) and therefore gg′V ∈ Z(P/V ). Hence π/V is the
orbit map for the action of δP/V Z(P/V ) on MorL/V (P/V,Q/V ).

We will now prove that this action is indeed free. For this let ϕ/δP (V ) ∈
Mor(L/V )c(P/V,Q/V ) and gV ∈ Z(P/V ) satisfying ϕ/δP (V ) = ϕ/δP (V )δP/V (gV ).
We then need to prove that g ∈ V . By the definition of orbit maps there ex-
ists a v ∈ V , such that ϕ = ϕδP (gv). Then by applying π we conclude that
π(ϕ) = π(ϕ)cgv in MorF (P,Q). Since π(ϕ) is injective we deduce that cgv = idP ,
so gv ∈ Z(P ). As the action on Z(P ) on MorL(P,Q) via δP is free, we conclude
from ϕ = ϕδP (gv) that gv = 1. Hence g = v−1 ∈ V , so the action of Z(P/V ) on
Mor(L/V )c(P/V,Q/V ) via δP/V is free. The category (L/V )c then satisfies axiom
A for central linking systems.
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Consider xV ∈ P/V where P/V ∈ (L/V )c. Then we have by axiom (B) for L
that

(π/V )(δP/V (xV )) = (π/V )(δP (x)/δP (V )) = π(δP (x))/V = cx/V = cxV

so axiom B holds for (L/V )c as well. Consider xV ∈ P/V and f̄ = f/δP (V ) ∈
Mor(L/V )c(P/V,Q/V ). Then by axiom C for F we get that

f̄ ◦ δQ/V (π/V (f̄)(xV )) = (f ◦ δQ(π(f)(x)))/δp(V ) = (f ◦ δP (x))/δp(V )

= f̄ ◦ δP/V (xV )

so axiom C is also true in (L/V )c. Hence (L/V )c is a central linking system for
F/V .

To prove part (b) we consider the functor F : L0 → (L/V )c given by F (P ) = P/V
for P ∈ L0 and F (ϕ) = ϕ/δP (V ) for ϕ ∈ MorL0(P,Q), and remark that F is well-
defined due to the definition of L0. Let P/V ∈ (L/V )c and consider the undercat-
egory P/V ↓ F . The objects are {(τ,Q) | Q ∈ L0, τ ∈ Mor(L/V )c(P/V,Q/V )} and
the morphisms from (τ0, Q0) to (τ1, Q1) is the set

{ϕ ∈ MorL0
(Q0, Q1) | ϕ/δQ0

(V ) ◦ τ0 = τ1}.
Let B′(V ) be the subcategory of P/V ↓ F with a unique object (1P/V , P ) and
morphisms δP (V ). Since δP is injective, we get that B′(V ) is equivalent to the
category B(V ). We will now construct a functor G : P/V ↓ F → B′(V ). For this
purpose we choose for any pair Q0, Q1 ∈ L0 a section σ : MorL/V (Q0/V,Q1/V )→
MorL(Q0, Q1), satisfying that σ(1Q/V ) = 1Q for any Q ∈ L0. Let (τ0, Q0) and
(τ1, Q1) be objects of P/V ↓ F and ϕ : (τ0, Q0) → (τ1, Q1). Then ϕ ◦ σ(τ0) and
σ(τ1) have the same image under F , so there exists v ∈ V such that ϕ ◦ σ(τ0) =
σ(τ1) ◦ δP (v). Assume that v′ ∈ V satisfies the same property. As the morphisms
in L are monomorphisms in the categorical sense Lemma 3.1, this implies that
δP (v) = δP (v′). Since δP is injective, we conclude that v = v′. So the particular v
is unique and we denote it vϕ. Hence we can define G by G(τ,Q) = (1P/V , P ) and
G(ϕ) = δP (vϕ). Let (τ,Q) ∈ P/V ↓ F . Then 1Q : (τ,Q) → (τ,Q) and it follows
from the definition of σ that δP (v1Q) = 1Q. To see that G is in fact associative, let
ϕ1 : (τ0, Q0)→ (τ1, Q1) and ϕ2 : (τ1, Q1)→ (τ2, Q2) and consider the diagram:

P
σ(τ0) - Q0

P

1P

? σ(τ1) ◦ δP (vϕ1
) - Q1

ϕ1

?

P

1P

? σ(τ2) ◦ δP (vϕ2
) ◦ δP (vϕ1

) = σ(τ2) ◦ δP (vϕ2ϕ1
)- Q2

ϕ2

?

As the morphisms in L are monomorphisms, we conclude that δP (vϕ2) ◦ δP (vϕ1) =
δP (vϕ2ϕ1

), and thus G(ϕ1)◦G(ϕ2) = G(ϕ2 ◦ϕ1). Hence G is a well-defined functor
from P/V ↓ F → B′(V ). As σ(1P/V ) = 1P is follows directly from the definition of
G that G is the identity on the subcategory B′(V ), hence F ◦ incl = idB′(V ). For any
(τ,Q) ∈ P/V ↓ F we have that σ(τ) : (1P/V , P ) → (τ,Q), and by the definition of
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G on morphisms this will induce a natural transformation from incl ◦F to idP/V ↓F .
Hence |F | is a deformation retract of |P/V ↓ F | to |B′(V )| = BV .

Now consider β ∈ Mor(L/V )c(P/V, P
′/V ). It induces a functor β ↓ F : P ′/V ↓

F → P/V ↓ F by (τ,Q) 7→ (τ ◦ β,Q) and being the identity on morphisms. We
will prove that |β ↓ F | is a weak homotopy equivalence. For this we consider the
following composition of functors:

B′(V )
incl- P ′/V ↓ F

β ↓ F- P/V ↓ F
G- B′(V )

It sends (1P ′/V , P
′) to (1P/V , P ). To see what it does on morphisms, we have to

identify G(δP ′(v)), where δP ′(v) is an automorphism of (β, P ′). By property C for
L and the fact, that V is central in F we have that

σ(β)δP (v) = δP ′(π(σ(β))(v))σ(β) = δP ′(v)σ(β).

Hence G(δP ′(v)) = δP (v). So the above composition of functors is a homotopy
equivalence, and in particular a weak homotopy equivalence. As both incl and G
are weak homotopy equivalences as well, we conclude that the same holds for β ↓ F .
By [30, Quillen’s Theorem B] we conclude that BV is the homotopy fiber of the map
|F | : |L0| → |(L/V )c|. By Proposition 3.3 we have that π1(|(L/V )c|) is a quotient
group of S/V and thus a finite p-group. As V is cyclic of order p we have that
Hi(BV ;Fp) is a finite p-group for any i. Then by [7, Example II 5.2] π1(|(L/V )c|)
acts nilpotently on Hi(BV ;Fp) for any i. The fibration satisfies the conditions of
the mod-R fiber lemma [7, II 5.1], so we conclude that BV ∧p → |L0|∧p → |(L/V )c)|∧p
is a fibration. Since BV is p-complete by [3, III 1.4 Proposition 1.10], we have
that BV ∧p and BV are homotopy equivalent, so we may replace BV ∧p by BV in the
given fibration.

If L = L0 part (c) is trivial, so we assume that L 6= L0 and pick a P ⊆ S such
that P ∈ L \ L0. Hence P is F-centric but P/V is not F/V -centric. By definition
of centric subgroup this implies that there exists a P ′ ⊆ S which is F-conjugate to
P , and CS/V (P ′/V ) 6= Z(P ′/V ). Let gV ∈ CS/V (P ′/V )\Z(P ′/V ). Then g ∈ S\P ′
and satisfies [g, P ′] ⊆ V . Consider cg ∈ AutF (P ′). If cg = cx for some x ∈ P ′, we
would have that gx−1 ∈ CS(P ′) \ P ′. As P ′ is F-centric, this set is empty, so a
contradiction arises. Hence we conclude that cg is not an inner automorphism of
P ′. So the class of cg in OutF (P ′) is non-trivial and as gV ∈ CS/V (P ′/V ) the class
lies in the kernel K for the map OutF (P ′)→ OutF/V (P ′/V ). Since S is a p-group
the class of cg in OutF (P ′) has p-power order. So the elements in Z(K) of p-order
is a nontrivial p-group, which is characteristic in K. As K is normal in OutF (P ′)
we conclude that this is a nontrivial normal p-subgroup of OutF (P ′). Hence P ′ and
likewise P is not F-radical. Thus L0 contains every F-centric subgroup, which is
also F-radical. By Corollary 6.15 this implies that the inclusion |L0| ↪→ |L| is a mod
p-homotopy equivalence. By [7, Lemma I.5.5] this implies that the p-completion
|L0|∧p ↪→ |L|∧p is a homotopy equivalence.

For part (d) we choose a S × S-set Ω with the properties from Proposition 8.8.
Then V acts on Ω by vω = (v, v)ω. The fix-point set for any ω ∈ Ω is of the
form ∆α

P for some α ∈ HomF (P, S). As V is a group of order p, either V ⊆ P or
P ∩V = 1. Since ϕ|V = idV for any ϕ ∈ HomF (P, S) with V ⊆ P , we conclude that
the fix-point set any ω ∈ Ω under the action of V is either V , in the case V ⊆ P ,
or 1 in the case V * P . Hence ΩV consists exactly of the orbits from Ω of the
form (S × S)/∆α

P where V ⊆ P and is therefore also a (S × S)-set. Then the first
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property from Proposition 8.8 clearly holds, while the second is a consequence of
the fact, that an isomorphism of sets with a group action induces a bijection on the
fix-point sets. The difference between Ω and ΩV is orbits of the form (S × S)/∆α

P ,
where V * P . They have |S|[S : P ] elements, and as P * S, we have that this is
a multiple of p|S|. Hence |ΩV |/|S| ≡ |Ω|/|S| ≡ 1 (mod p). So the properties from
Proposition 8.8 also hold for ΩV , hence we replace Ω by ΩV in the following.

We now set Ω̄ = Ω/(V × V ), which may be seen as (S/V × S/V )-set in natural
way. Since the orbits of Ω are of the form (S × S)/∆α

P where V ⊆ P ⊆ S and
α ∈ HomF (P, S), we see that the orbits of Ω̄ are of the form (S/V × S/V )/∆

α/V
P/V .

The isomorphism between Ω as a (P × S)-set via inclusion and α × idS for any
α ∈ HomF (P, S) respects the action by V × V , since α|V = idV . Thus it will
induce a well-defined bijection on Ω̄, which is in fact a isomorphism between Ω̄ as a
(P/V ×S/V )-set via inclusion and α/V ×idS/V for any α/V ∈ HomF/V (P/V, S/V ).
The orbit (S/V × S/V )/∆

α/V
P/V consists of |S/V |[S/V : P/V ] = |S|[S : P ]/|V |

elements, which multiplied by |V | is the number of elements in (S×S)/∆α
P . Hence

|Ω̄| = |Ω||V |, and so |Ω̄|/|S/V | ≡ |Ω|/|S| ≡ 1 (mod p). Hence the (S/V ×S/V )-set
Ω̄ satisfies the properties from Proposition 8.8 and has the same number of orbits
as Ω.

Let M∗ be a free Z[S]-resolution of Z, and M ′∗ be a free Z[S/V ]-resolution of
Z. Choose a subgroup P ⊆ S containing V . A set of coset representatives for
V will constitute a basis for Z[S] as a module over Z[V ], in particular it is a
free Z[V ]-module. Then M∗ will also be a free Z[V ]-resolution for Z and thus
Hn(V ;Fp) = Hn(HomZ[V ](M∗,Fp)) for all n. Similarly let M ′∗ be a free Z[S/V ]-
resolution for Z , and it can be used to compute the cohomology of P/V in the
same way. The Lyndon-Hochschild-Serre spectral sequence for the extension

1→ V → P → P/V → 1

converges to H∗(P ;Fp) and has the following E2-page:

Ep,q2 (P ) = Hp(P/V,Hq(V,Fp)) = Hp(HomZ[P/V ](M
′
∗,H

q(HomZ[V ](M∗,Fp)))).

The hom-tensor adjuction Hom(M ′,Hom(M,Fp))) ∼= Hom(M ′ ⊗ M,Fp) in con-
nection with the fact that HomZ(Q)(M,Fp) = Hom(M,Fp)Q for any group Q and
Z[Q]-module M , implies that for all i, j

HomZ[P/V ](M
′
i ,HomZ[V ](Mj ,Fp))) ∼= HomZ[P ](M

′
i ⊗Mj ,Fp).

The adjuction is natural in all entries so the given isomorphism commutes with the
differentials in M∗ and M ′∗, and thus is a isomorphism of double chain complexes.
Hence the spectral sequence is induced by the double complex HomZ[P ](M

′
∗ ⊗

M∗,Fp). The transfer map HomZ[P ](M
′
i ⊗Mj ,Fp)→ HomZ[S](M

′
i ⊗Mj ,Fp) given

by f 7→
∑
gifg

−1
i , where gi’s is set of coset representative for P , is a well-defined

homomorphism. Since the differentials of M∗ and M ′∗ are Z[S] and Z[S/V ] mor-
phisms receptively, we see that they commute with the transfer map. Hence the
transfer map induces a homomorphism of double chain complexes HomZ[P ](M

′
∗ ⊗

M∗,Fp) → HomZ[S](M
′
∗ ⊗M∗,Fp), and therefore a homomorphism of spectral se-

quences trf : E∗(P )→ E∗(S). Since V = Z/p we remark that Hq(V ;Fp) is either Fp
or 1.So a row of E2(P ) is either H∗(P/V ) or trivial. If it is H∗(P/V ) the correspond-
ing row of E2(S) is H∗(S/V ) and by definition of the transfer map for cohomology
we see that transfer map of the spectral sequences on this particular row is in fact
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the transfer map H∗(P/V ) → H∗(S/V ) from group cohomology, since giV will be
a set of coset representatives for P/V . Similarly trf : E∞(P )→ E∞(S) is the map
induced by the transfer map H∗(P )→ H∗(S) on the filtration.

An α ∈ HomF (P, S) will induce a map from Z[P ] to Z[S], and thus a map
HomZ[S](M

′
∗⊗M∗,Fp)→ HomZ[P ](M

′
∗⊗M∗,Fp) of double chain complexes. Hence

we get a map α∗ : E∗(S) → E∗(P ). On the E2 page this is induced by the map
(α/V )∗ : H∗(S/V ) → H∗(P/V ) on the rows, while α∗ : E∞(S) → E∞(P ) is the
map induced by the map α∗ : H∗(S)→ H∗(P ) on the filtration.

If Ω =
∐
i(S × S)/∆αi

Pi
we define Ω∗ : E∗(S) → E∗(S) as the sum

∑
i trfPi α

∗
i .

By the previous we have that Ω2 : E2(S) → E2(S) on rows of the form H∗(S) is
the sum

∑
i trfPi/V (αi/V )∗ and thus FΩ̄ from Proposition 8.8. The Proposition

implies that FΩ̄ is idempotent. As Ω3 on E3(S) is Ω2 on a quotient of a subset, it
is also idempotent. Hence by induction Ωr is idempotent for all r ≥ 2. Then for all
p, q and r ≥ 2 the sequence

0→ ker(Ωr)→ Epqr (S)→ Ωr(E
pq
r (S))→ 0

is split-exact, so Epqr ∼= ker(Ωr) ⊗ Ωr(E
pq
r (S)). As Ω∗ is a morphism of spectral

sequences, this splitting respects the differentials and thus gives a splitting of the
spectral sequence E∗(S) ∼= ker Ω∗ ⊗ im Ω∗. On E2(S) we have that Epq2 (S) ∼=
Hp(S/V ;Hq(V )). As we are working with coefficients in Fp and Hq(V ) is either Fp
or 0, we have that Epq2 (S) ∼= Hp(S/V )⊗Hq(V ). By the Proposition 8.8 we see that

Ω2(Epq2 (S)) ∼= FΩ̄(Hp(S/V ))⊗Hq(V ) = Hp(F/V )⊗Hq(V )

On E∞(S) we have that Ω is induced by FΩ, so the spectral sequence Ω∗(E∗(S))
converges to FΩ(H∗(S)) This is H∗(F) by Proposition 8.8.

By part (b) BV → |L0| → |(L/V )c| is a fibration. As both π1(|(L/V )c|) and
Hi(BV ;Fp) for any i are finite p-groups, we have that π1(|(L/V )c|) acts nilpotently
on Hi(BV ;Fp) for any i. By the definition of nilpotent action [7, II 4] it means that
there exists a filtration of Hi(BV ;Fp) for any i such that the induced action on the
quotients is trivial. As Hi(BV ;Fp) is either Z/p or 0 the filtration has length at
most one. Thus the action of π1(|(L/V )c|) on Hi(BV ;Fp) is trivial for any i. We
have that S/V is F/V -centric and for any P/V ⊆ S/V , which is F/V -centric there
exists a ϕ ∈ MorL/V (P/V, S/V ), for example the orbit of a lift of the inclusion
P ↪→ S to L. Hence the category (L/V )c is connected, so the geometric realization
|(L/V )c| is path-connected. Thus we may take the Serre spectral sequence E∗ for
the fibration to obtain a spectral sequence that converges to H∗(|L0|) with

Epq2 = Hp(|(L/V )c|; Hq(V )) ∼= Hp(|(L/V )c|)⊗Hq(V ).

Since S ∈ L0 we have that θS : BS → L0. As θS/V : B(S/V )→ (L/V )c is given by
oS/V 7→ S/V and gV 7→ δS(g)/δS(V ) the following diagram commutes

BV - BS - B(S/V )

BV

id

?
- |L0|

|θS |

?
- |(L/V )c|

|θS/V |

?
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and thus by naturality of the Serre spectral sequence [20, Chapter 1, page 18]
induces a morphism |θ|∗ : E∗ → E∗(S). The naturality also implies that

|θ|pq2 : Hp(|(L/V )c|; Hq(V ))→ Hp(S/V ; Hq(V ))

is exactly |θS/V |∗ = R(L/V )c . In particular the image of |θ|pq2 is contained in
Hp(F/V ; Hq(V )) = (im Ωpq2 ). So |θ|∗ is morphism of spectral sequences from
E∗ to im Ω∗. We also have that the map |θ|∗ : H∗(|L0|) → H∗(F) induces a
map on successive quotient groups agreeing with |θ|∞. We now assume that
R(L/V )c : H∗(|(L/V )c|) → H∗(F/V ) is an isomorphism. Then |θ|2 is an isomor-
phism, which implies that |θ|r is an isomorphism for every r ≥ 2. In the spectral
sequence the differentials are eventually zero, so we conclude that for any p, q there
exists N such that Epq∞ = EpqN . Then |θ|pq∞ = |θ|pqN and thus is an isomorphism. As
both BS and L0 are finite categories, we have that Hk(BS) and Hk(|L0|) are finite
dimensional by cellular cohomology. We have that H∗(F) is a subring of H∗(BS),
so the same holds for Hk(F), as Fp is Noetherian. Thus the filtrations of H∗(|L|)
and H∗(F) from the spectral sequences all have finite length. The map induced by
|θ|∗ : H∗(|L0|)→ H∗(F) on the successive quotients is an isomorphism, and as the
filtration is finite, so is |θ|∗.Let ι : L0 → L be the inclusion. Then RL = |θ|∗ ◦ ι∗,
and hence is an isomorphism by the above and part (c). �

8.5. Lannes T -functor and the cohomology ring of a fusion system. Let
E be an elementary abelian p-group. Lannes TE-functor by [26, Corollary 2.4.5]
is the left adjoint to H∗(BE)⊗− and in particular for any unstable algebra X,Y
over Ap we have that

HomK(TE(X), Y ) ∼= HomK(X,H∗(BE)⊗ Y )

Then for any map f ∈ HomK(X,H∗(BE)) we have the adjoint map ad(f) : TE(X)→
Fp In particular it induces a ring morphism T 0

E(X)→ Fp and we define TE(X; f) =
TE(X)⊗T 0

E(X)Fp, where the T 0
E(X)-module structure on Fp is induced by ad(f). We

call this the component of TE(X) at f . If HomK(X,H∗(BE)) is finite then by [28,
page 3] we have that TE(X) ∼=

∏
TE(X; f) where f ranges over HomK(X,H∗(BE)).

So every in this case every map TE(X) → Y induces a map TE(X; f) → Y for
f ∈ HomK(X,H∗(BE)).

For any finite group P we have by [26, Theorem 3.1.5.2] that the map ϕ 7→ ϕ∗

from Rep(E,P ) to HomK(H∗(P ),H∗(E)) is a bijection. According to [26, Chapther
1.8] we have that T 0

E(H∗(P )) is a p-boolean algebra. We let B be the category
of p-boolean algebras. Furthermore for any p-boolean algebra the functor B 7→
FHomB(B,Fp)
p is the composition of an equivalence of categories and its inverse, so it

is an isomorphism. Note that FSp is the set of continous functions from S to Fp. By
degree considerations, as noted in [26, 1.8.3], we have that

HomB(T 0
E(H∗(P )),Fp) ∼= HomK(TE(H∗(P )),Fp)

The adjunction implies that this set is in bijection with HomK(H∗(P ),H∗(E)), so we
conclude by the above that T 0

E(H∗(P )) ∼= FRep(E,P )
p . Note that FRep(E,P )

p has the set
of indicator-functions of the elements of Rep(E,P ) as a basis, so T 0

E(H∗(P )) has a
Fp-basis of elements xρ for ρ ∈ Rep(E,P ). Let ρ, ρ′ ∈ Rep(E,P ) be different. Then
with our identification we have that ad(ρ∗) on T 0

E(H∗(P )) satisfies that ad(ρ∗)(xρ) =
1 and ad(ρ∗)(xρ′) = 0. Furthermore xρ is the unique element with this property
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. So TE(H∗(P ); ρ∗) = TE(H∗(P )) ⊗T 0
E(H∗(P )) Fpxρ, which can be identified as

TE(H∗(P ))xρ. Then the isomorphism

TE(H∗(P )) ∼=
∏

ρ∈Rep(E,P )

TE(H∗(P ); ρ∗).

from [28] on TE(H∗(P ))→ TE(H∗(P ); ρ∗) given by y 7→ yxρ for any ρ ∈ Rep(E,P ).
Let ϕ ∈ Hom(P,Q) be an injective group homomorphism. We want to determine

how TE(ϕ∗) : TE(H∗(Q)) → TE(H∗(P )) behaves on the components. Note that
composition with ϕ induces an injective map Repϕ : Rep(E,P )→ Rep(E,Q). Thus
we get a map FRep(E,Q)

p → FRep(E,P )
p by g ∈ Map(Rep(E,Q),Fp) is mapped to

ρ 7→ g(ϕ ◦ ρ). In particular the indicator function of ρ′ ∈ Rep(E,Q) is mapped to
the indicator function of ρ, where ρ ∈ Rep(E,P ) with ρ′ = ϕ ◦ ρ, if such a ρ exists
and to the zero function otherwise. Note that Repϕ is injective, so there exists at
most one ρ with this property. All maps used in the identification of T 0

E(H∗(P )) as
FRep(E,P )
p are natural in P , so we conclude that TE(ϕ∗) : T 0

E(H∗(Q))→ T 0
E(H∗(P ))

is corresponds to the map FRep(E,Q)
p → FRep(E,P )

p from above. Thus for ρ′ ∈
Rep(E,Q) we have that, if there exists a ρ ∈ Rep−1

ϕ (ρ′) then TE(ϕ∗)(xρ′) = xρ
and if Rep−1

ϕ (ρ′) = ∅ then TE(ϕ∗)(xρ′) = 0. Then we see that TE(ϕ∗) factors
through the components of TE(H∗(Q)) to the components of TE(H∗(P )) as the
maps TE(ϕ∗) : TE(H∗(Q);ϕ ◦ ρ) → TE(H∗(P ); ρ) given by yxϕ◦ρ 7→ TE(ϕ∗)(y)xρ
and the zero map on all other components of TE(H∗(Q)).

We want to see how this translates to TE(H∗(F)) for a fusion system F over a
p-group S. The first step is to identify HomK(H∗(F),H∗(E)).

Definition 8.11. Let F be a saturated fusion system over a p-group S. Define
Rep(E,F) = colimP∈O(F) Rep(E,P ).

Recall that we say ρ, ρ′ ∈ Rep(E,P ) are F-conjugate if there exists a ϕ ∈
HomF (ρ(E), ρ′(E)) such that ϕ ◦ ρ = ρ′ and remark that this is an equivalence
relation. Let Rep(E,S)/F be the set of equivalence classes of Rep(E,S) under
F-conjugation.

Lemma 8.12. Let F be a saturated fusion system over a p-group S, then Rep(E,F)
is Rep(E,S)/F .

Proof. For any ϕ ∈ MorO(F)(P,Q) and ψ ∈ Rep(E,P ) we have that ϕ ◦ ψ and
ψ considered as elements of Rep(E,S) are F-conjugate. So the map sending ψ ∈
Rep(E,P ) to the class of iP ◦ ψ in Rep(E,S)/F gives a co-cone of the diagram
Rep(E,−). Furthermore for any co-cone of the diagram Rep(E,−) we have for
ϕ ∈ MorO(F)(P, S) and ψ ∈ Rep(E,P ), that ΨS(iE ◦ ψ) = ΨP (ψ) = ΨS(ϕ ◦ ψ), so
it factors trough Rep(E,S)/F . Hence Rep(E,S)/F = Rep(E,F). �

Proposition 8.13. For any fusion system F over a p-group S we have that the
map [ρ]F 7→ ρ∗ ◦ ι is a bijection from Rep(E,F) to HomK(H∗(F),H∗(E)), where
[ρ]F is the class of ρ ∈ Rep(E,S)/F .

Proof. By definition we have that H∗(F) = lim←−O(F)
H∗(−), where O(F) is a finite

category. Then [32, Corollary 3.8.8.] implies that the natural map

colim
P∈O(F)

HomB(T 0
E(H∗(P )),Fp)→ HomB(T 0

E(H∗(F));Fp)
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is an isomorphism. By the above stated results we have that the map ρ 7→ ad(ρ∗)
is an isomorphism from Rep(E,P ) to HomB(T 0

E(H∗(P )),Fp). This is natural in
P with respect to maps from O(F), so we conclude that colimO(F) Rep(E,P ) ∼=
colimP∈O(F) HomB(T 0

E(H∗(P )),Fp) induced by ρ 7→ ad(ρ∗). For any unstable al-
gebra K we see by degree considerations that elements in HomK(K,Fp) are trivial
exepct for K0, so HomK(K,Fp) = HomB(K0,Fp). Then we conclude that

Rep(E,F) = colim
O(F)

Rep(E,P ) ∼= HomB(T 0
E(H∗(F)),Fp)

= HomK(TE(H∗(F)),Fp) ∼= HomK(H∗(F),H∗(E))

and the isomorphism is given by [ρ]F ∈ Rep(E,F) it mapped to ρ∗ ◦ ι : H∗(F) →
H∗(P ). �

Note that the above proposition implies that HomK(H∗(F),H∗(E)) is finite. As
the previous discussion holds for any unstable algebras with HomK(X,H∗(E)) finite,
we have for any f ∈ HomK(H∗(F),H∗(E)) a unique element xf ∈ T 0

E(H∗(F)) such
that TE(ad(f))(xf ) = 1 and TE(ad(f̃))(xf ) = 0 for any other f̃ ∈ HomK(H∗(F),H∗(E)).
Note that by argument similar to the previous any injective ϕ : E → E′ between
elementary abelian p-groups induces a map Repϕ : Rep(E′,F) → Rep(E,F), and
the induced map Tϕ : T 0

E(H∗(F))→ T 0
E′(H

∗(F)) is exactly xf =
∑
f ′∈Rep−1

ϕ (f) xf ′ .
Next we identify the elements xf ∈ T 0

E(H∗(F)) for a f ∈ HomK(H∗(F),H∗(E))
and the corresponding components.

Proposition 8.14. Let F be a fusion system over a p-group S. Let f1, . . . , fn
be a set of representatives for Rep(E,F) = Rep(E,S)/F . For any P ⊆ S and
1 ≤ i ≤ n let T iP be the set of ρ ∈ Rep(E,P ), such that [iP ◦ ρ]F = [fi]F . Then
TE(ι)(xf∗i ◦ι) =

∑
ρ∈T iS

xρ and TE(H∗(F); f∗i ◦ι) ∼= lim←−P∈O(F)

∏
ρ∈T iP

TE(H∗(P ); ρ∗).

Proof. By [26, Theorem 2.4.1] the functor TE is exact, so it commutes with equal-
izers over a finite set of morphisms. Furthermore [26, Theorem 2.4.3] implies that
TE commutes with finite products. A limit over a finite category may be expressed
as a equalizer of a finite product over a finite set of morphisms. Hence TE com-
mutes with finite limits. By definition H∗(F) is a finite limit, so we conclude that
TE(H∗(F)) ∼= lim←−O(F)

TE(H∗(−)). We now need to identity the image of xf∗i ◦ι
under the isomorphism.

Let ϕ ∈ RepF (P,Q). We now want to show that Rep−1
ϕ (T iQ) = T iP . Let ρ′ ∈

T iQ and assume that ρ′ = ϕ ◦ ρ for a ρ ∈ Rep(E,P ). Then there exists a ψ ∈
HomF (fi(E), ρ′(E)) such that fi = ψ ◦ρ. Then ϕ◦ψ ∈ HomF (fi(E), ρ(E)) has the
wanted property, so we see that ρ ∈ T iP . Similary for a ρ ∈ T iP the corresponding
ψ ∈ HomF (fi(E), ρ(E)) composed with ϕ−1 ∈ HomF (ϕ ◦ ρ(E), ρ(E)) will imply
that Repϕ(ρ) ∈ T iQ.

Now for P ⊆ S and 1 ≤ i ≤ n set yiP =
∑
ρ∈T iP

xρ ∈ T 0
E(H∗(P )). Then for every

ϕ ∈ RepF (P,Q) we have by the previous discussion that

TE(ϕ∗)(yiQ) =
∑

ρ∈Rep−1
ϕ (T iQ)

xρ =
∑
T iP

xρ = yP .

Hence (yP )P⊆S ∈ lim←−O(F)
TE(H∗(−)). Furthermore TE(f∗i )(yS) = 1 while we have

TE(f∗j )(yS) = 0 for any j 6= i. As every f ∈ HomK(H∗(F),H∗(E)) is of the form
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f∗i ◦ ι for an i, we conclude that TE(ι)(xf∗i ◦ι) = (yiP )P⊆S . Then

TE(H∗(F); f∗i ◦ ι) = TE(H∗(F))xf∗i ◦ι
∼= lim←−
P∈O(F)

TE(H∗(P ))yP

∼= lim←−
P∈O(F)

∏
ρ∈T iP

TE(H∗(P ); ρ∗).

�

If E is a elementary abelian subgroup of S, we may consider the group homomor-
phism mult : CS(E) × E → S given by (x, y) 7→ xy. It induces a map H∗(BS) →
H∗(BE) ⊗ H∗(CS(E)). Let ΦE : TE(H∗(BS)) → H∗(CS(E)) be the adjoint to
the map induced by mult. By [21, Corollary 0.3] the map ΦE : TE(H∗(S); i) →
H∗(CS(E)) is an isomorphism. The following lemma is the analog for fusion sys-
tems.

Lemma 8.15. Let F be a saturated fusion system over a finite p-group and E ⊆
S a elementary abelian subgroup, which is fully centralized in F . Then the map
ΦE ◦ TE(ι) is an isomorphism TE(H∗(F); i∗E ◦ ι)→ H∗(CF (E)), where iE : E → S
is the inclusion.

Proof. Set TP for a P ⊆ S to be the set of ρ ∈ Rep(E,P ), such that iP ◦ ρ is
F-conjugate to iE . Now we define OE(F) to be the category with objects (P, ρ),
where P ⊆ S and ρ ∈ TP , and morphism set

MorOE(F)((P, ρ), (Q, ρ′)) = {α ∈ RepF (P,Q) | α ◦ ρ = ρ′}
Then by the above considerations we have a well-defined functor from OE(F)→ K
by setting (P, ρ) 7→ TE(H∗(P ); ρ∗) and α 7→ TE(α∗). Comparing the given defini-
tions we see that limOE(F) TE(−) ∼= limP∈O(F)

⊕
ρ∈TP TE(H∗(P ); ρ∗). Proposition

8.14 now implies that TE(H∗(F); i∗E ◦ ι) ∼= limOE(F) TE(−).
For any (P, ρ) ∈ OE(F) we have that ρ : E → ρ(E) is a morphism in F , so

ρ is injective. This implies that TE(H∗(P ); ρ∗) ∼= Tρ(E)(H
∗(P ), i) by the map Tρ.

We have that EP is a P -CW complex with only finite number of cells and finite
isotropy groups. As EP is contractible, we see that it is mod-p-acylic. Then by [21,
Corollary 0.3] we conclude that the map Φρ(E) : Tρ(E)(H

∗(P ); i)→ H∗(CP (ρ(E)) is
an isomorphism.

Note that for any α ∈ MorOE(F)((P, ρ), (Q, ρ′)) we have that α(CP (ρ(E))) ⊆
CQ(ρ′(E)), so we have a functor on OE(F) by setting (P, ρ) 7→ H∗(CP (ρ(E))) and
α 7→ α∗. Let (P, ρ), (Q, ρ′) ∈ OE(F) and α ∈ MorOE(F)((P, ρ), (Q, ρ′)). In the
diagram

TE(H∗(Q); ρ′)
Tρ′- Tρ′(E)(H

∗(Q); i)
Φρ′(E)- H∗(CQ(ρ′(E)))

TE(H∗(P ); ρ)

TE(α∗)

? Tρ- Tρ(E)(H
∗(P ); i)

Φρ(E)- H∗(CP (ρ(E)))

α∗

?

both compositions are adjoint to maps induced by the following group homomor-
phisms:

CP (ρ(E))× E
id×ρ- CP (ρ(E))× ρ(E)

mult- P
α - Q
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CP (ρ(E))× E
α× idE- CQ(ρ′(E))× E

id×ρ′- CQ(ρ′(E))× ρ′(E)
mult- Q

As α ◦ ρ = ρ′ the homomorphism agrees, so the above diagram commutes. Thus
the two functors on OE(F) are isomorphic.

Under the isomorphism TE(H∗(F); jE) ∼= limOE(F) TE(−) the map ΦE ◦ TE(ι)
on the component TE(P ; ρ) is exactly the composite Φρ(E) ◦Tρ and since they form
a natural isomorphism, we get that

(ΦE ◦ TE(ι))(TE(H∗(F); jE)) ∼= lim←−
OE(F)

H∗(CP (ρ(E)).

Let (E, ρ) ∈ OE(F). Then as E is abelian, we have that ρ(E) is abelian and
thus ρ(E) ⊆ CP (ρ(E)). Let O′E(F) be the full subcategory of OE(F) on ob-
jects (P, ρ) where P ⊆ CS(ρ(E))). We have a functor F on OE(F) by setting
(P, ρ)→ (CP (ρ(E)), ρ) and α ∈ MorOE(F)((P, ρ), (Q, ρ′)) to the restriction of α as
a map from CP (ρ(E)) to CQ(ρ′(E)). As CP (ρ(E)) = CCP (ρ(E))(ρ(E)) we have that
lim←−OE(F)

H∗(CP (ρ(E))) = lim←−OE(F)
H∗(CF (P )(ρ(E))). The image of F is in O′E(F)

and as it is the identity on O′E(F) the limit lim←−OE(F)
H∗(CP (ρ(E))) does not change

when restricting to the subcategory O′E(F). Note that for (P, ρ) ∈ O′E(F) we have
CP (ρ(E)) = P . Hence

(ΦE ◦ TE(ι))(TE(H∗(F); jE)) ∼= lim←−
O′E(F)

H∗(P ).

Let (P, ρ) ∈ O′E(F). Since E is fully centralized there exists by Lemma 5.1 an
F morphism CS(ρ) : CS(ρ(E)) → CS(E) such that CS(ρ) on ρ(E) is ρ−1. Hence
CS(ρ) ∈ RepF (P,CS(ρ)(P )) is a morphism in O′E(F) from (P, ρ) to (CS(ρ)(P ), i).
As CS(ρ) is injective, this is an isomorphism in O′E(F). Thus O′E(F) is equivalent
to the full subcategory on objects (P, i). We denote this subcategory O′(CF (E)).
Then the above limit does not change when replacing O′E(F) by O′(CF (E)).

The subcategory O′(CF (E)) has the objects P ⊆ CS(E) containing E while
the morphisms are elements in RepF (P,Q), which are the identity on E. Thus
it is a subcategory of O(CF (E)) as well. Note that for any P ⊆ CS(E) we have
that PE is an object of O′(CF (E)) containing P as a subgroup. By definition
of the centralizer fusion system we have that for any ϕ ∈ HomCF (E)(P,Q) there
exists a lift ϕ̃ ∈ HomCF (E)(PE,QE). Consider the map lim←−O′(CF (E))

H∗(−) →
lim←−O(CF (E))

H∗(−) given by (xQ)Q∈O′(CF (E)) 7→ (i∗P↪→PExPE)P∈O(CF (E)). For any
α ∈ RepF (P, P ′) we have that

α∗(xP ′) = α∗(i∗P ′↪→P ′ExP ′E) = i∗P↪→PEα̃
∗xPE = i∗P↪→PExPE ,

so the map is well-defined. For an object P of O′(CF (E)) we have that PE = P ,
so the given map has an inverse induced by the inclusion O′(CF (E))→ O(CF (E)).
Thus lim←−O′(CF (E))

H∗(−) ∼= lim←−O(CF (E))
H∗(−).

By combining the stated results we conclude that

(ΦE ◦ TE(ι))(TE(H∗(F); jE)) ∼= lim←−
O(CF (E))

H∗(−) = H∗(CF (E)).

�
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8.6. Main Theorem on the cohomology ring of fusion systems. We will now
prove the main theorem about the cohomology ring of fusion systems, namely the
identification with the cohomology ring of its p-complete classifying space, when it
exists.

Let K be the category of unstable algebras over the mod p Steenrod algebra Ap.
Let K ∈ K. We now define A(K) to be the category with objects the pairs (E, f),
where E is a nontrivial elementary abelian p-group and f ∈ MorK(K,H∗(BE)),
which makes H∗(BE) a finitely generated K-module. As morphisms we consider

MorA(K)((E, f), (E′, f ′)) = {ϕ : E → E′ | ϕ is a monomorphism, ϕ∗f ′ = f}.

The proof of the main theorem relies on the work in [14] on the reconstruction
functor α : A(H∗(F)) → Ap. The category A(H∗(F)) can in a natural way be
identified with Fe, as described in the following lemma.

Lemma 8.16. Let (S,F ,L) be p-local finite group. Let Fe be the full subcategory of
F on the set on non-trivial fully normalized subgroup of S. The functor β : Fe →
A(H∗(F)) given by β(E) = (E, i∗E ◦ ι) and β(ϕ) = ϕ is then an equivalence of
categories.

Proof. Let E ∈ Fe. Both the inclusion ι : H∗(F) ↪→ H∗(BS) and the map

i∗E : H∗(BS)→ H∗(BE)

are maps of unstable algebras over Ap. By Proposition 8.5, ι gives H∗(BS) the
structure of a finitely generated module over H∗(F). For a homomorphism ψ : E →
S it follows by [29, Corollary 2.4] that ψ∗ : H∗(BS) → H∗(BE) makes H∗(BE)
into a finitely generated H∗(BS)-module if any only if ψ is injective. As iE is
injective, this implies that i∗E induces a finitely generated H∗(BS)-module structure
on H∗(BE). Thus we conclude that (E, i∗E ◦ ι) ∈ A(H∗(F)). A ϕ ∈ MorFe(E,E

′)
is by definition a monomorphism. Both iE , iE′ ◦ϕ ∈ HomF (E,S). So by definition
of H∗(F) as lim←−O(F)

H∗(−) we have for any x ∈ H∗(F) that i∗E(x) = (iE′ ◦ϕ)∗(x) =

ϕ∗◦i∗E′(x), and hence (i∗E ◦ι) = ϕ∗◦(i∗E′ ◦ι). Thus we conclude that ϕ is a morphism
from (E, i∗E ◦ι) to (E′, i∗E′ ◦ι) in A(H∗(F). So β is well-defined and clearly a functor.

To prove that β is an equivalence of categories, we will first consider some other
functors.

First we let A(|L|∧p ) denote the category with objects the pairs (E, f), where E
is a nontrivial elementary abelian p-group, and f ∈ MorTop(BE, |L|∧p ), which makes
H∗(E) a finitely generated H∗(|L|∧p )-module. As morphisms we consider

MorA(|L|∧p )((E, f), (E′, f ′)) = {ϕ : E → E′ | ϕ is a monomorphism, f ′ ◦B(ϕ) ' f}.

Let θ : BS → |L| be the inclusion induced by the canonical monomorphism
δS : S → L. Then θ∗ is the composition

H∗(|L|)
RL- H∗(F)

ι- H∗(BS)

By Proposition 8.5 and Lemma 8.6 both these maps induce a finite module structure
on the target, so the same holds for θ∗. By the above remark BiE : BE → BS
satisfies that (BiE)∗ : H∗(BS) → H∗(BE) induces a finite module structure. As
|L| is p-good by Proposition 3.3, we have that φ∗|L| : H∗(|L|∧p ) → H∗(|L|) is an
isomorphism. Set fL = φ|L| ◦ |θ|. From this we conclude that if we set B̃(E) =
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(E, fL ◦B(iE)) then B̃(E) ∈ A(|L|∧p ). By Theorem 7.4 (b) we have that for E,E′ ∈
Fe

MorA(|L|∧p )(B̃(E), B̃(E′))

={ϕ ∈ Inj(E,E′) | fL ◦B(iE′) ' fL ◦B(iE) ◦Bϕ}
={ϕ ∈ Inj(E,E′) | ∃χ ∈ HomF (E,ϕ(E)), iE′ ◦ ϕ = χ ◦ iE}
={ϕ ∈ Inj(E,E′) | ϕ|E,ϕ(E) ∈ HomF (E,ϕ(E))} = HomF (E,E′).

By the above we get a well-defined functor B̃(−) : Fe → A(|L|∧p ) by setting B̃(E) =

(BE, fL ◦B(iE)) and B̃(ϕ) = ϕ, which is an isomorphism on the morphism classes.
Consider a (E, f) ∈ A(|L|∧p ) . By Theorem 7.4 there exists a ρ ∈ Hom(E,S)
such that f ' fL ◦ B(ρ). Then f∗ = (fL ◦ B(ρ))∗ : H∗(|L|∧p ) → H∗(BE), so
(E, fL ◦ B(ρ)) ∈ A(|L|∧p ). This implies that B(ρ) : H∗(BS) → H∗(BE) induces a
structure as a finitely generated module, so by the above remark we see that ρ is
injective. Then ρ(E) is non-trivial elementary abelian subgroup of S, so (ρ(E), fL ◦
B(iρ(E))) ∈ A(|L|∧p ) and ρ|E,ρ(E) : (E, f)→ (ρ(E), fL ◦B(iρ(E))) is an isomorphism
in A(|L|∧p ). Furthermore there exists an isomorphism ψ ∈ HomF (ρ(E), E′), where
E′ is fully centralized in F . Then Theorem 7.4 also implies that fL ◦ B(iρ(E)) '
fL ◦B(iE′ ◦ψ) Then ψ : (ρ(E), fL ◦B(iρ(E)))→ B̃(E′) is an isomorphism i A(|L|∧p ).
So we conclude that B̃(−) is an equivalence of categories.

Let (E, f) ∈ A(|L|∧p ). Then H∗(f) : H∗(|L|∧p ) → H∗(BE) induces a finitely
generated module structure, so the same holds for H∗(f) ◦ (φ∗|L|)

−1 : H∗(|L|) →
H∗(BE). Hence if we set H∗(E, f) = (E,H∗(f) ◦ (φ∗|L|)

−1) then H∗(E, f) ∈
A(H∗(|L|)). Since any ϕ ∈ MorA(|L|∧p )((E, f), (E′, f ′)) is injective and satisfies
f ′ ◦ Bρ ' f , applying H∗ gives that ϕ∗ ◦ H∗(f ′) = H∗(f), so H∗(ϕ) := ϕ is also
a morphism from H∗(E, f) to H∗(E′, f ′) in A(H∗(|L|)). Hence we have a functor
H∗(−) : A(|L|∧p ) → A(H∗(|L|)) by the above definitions. As L only has finitely
many objects and each morphism set is finite, it follows from cellular cohomology
that H∗(|L|) is finite dimensional in each degree. By [26, Theorem 3.1.1.] the map
H∗(−) ◦ (φ∗|L|)

−1 induces a bijection from [BE, |L|∧p ] to HomK(H∗(|L|),H∗(BE)).
Then for (E, f), (E′, f ′) ∈ A(|L|∧p ) we have bijections

MorA(H∗(|L|)(H
∗(E, f),H∗(E′, f ′))

={ϕ ∈ Inj(E,E′) | ϕ∗ ◦H∗(f ′) ◦ (φ∗|L|)
−1 = H∗(f) ◦ (φ∗|L|)

−1}
={ϕ ∈ Inj(E,E′) | f ′ ◦Bϕ ' f}
= MorA(|L|∧p )((E, f), (E′, f ′)).

Consider a (E, f) ∈ A(H∗(|L|)). The bijection also ensures that there exists an
[f̃ ] ∈ [BE; |L|∧p ], such that H∗(f) ◦ (φ∗|L|)

−1 = f̃ . As φ∗|L| is an isomorphism, the
assumptions on f imply that (E, f̃) ∈ A(|L|∧p ). Hence (E, f) = H∗(E, f̃). We
therefore conclude that H∗ : A(|L|∧p )→ A(H∗(|L|)) is an equivalence of categories.

The map RL : H∗(|L|) → H∗(F) is a morphism of unstable algebras which in-
duces a finite module structure. So it induces a functor A(RL) : A(H∗(F)) →
A(H∗(|L|)) by (E, f) 7→ (E, f ◦RL) and the identity on morphisms. By Lemma 8.6
RL is an F -isomorphism. By [27, Corollary 6.5.2] precomposition with RL induces
a bijection from HomK(H∗(F),H∗(E)) to HomK(H∗(|L|),H∗(E)) for all elementary
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abelian p-groups E. By arguments similar to the case of the functor H∗(−), we
conclude that A(RL) also is an equivalence of categories.

Now we consider the composition

Fe
β- A(H∗(F))

A(RL)- A(H∗(|L|))

which sends E ∈ Fe to (E, i∗E ◦ ι ◦ RL) and is the identity on morphisms. As
θ∗ = ι ◦ RL it follows from the above definitions of functors that this composition
agrees with H∗(−) ◦ B̃(−) : Fe → A(H∗(|L|)). As the composition of β with an
equivalence of categories is itself an equivalence, we conclude that the same holds
for β.

�

Theorem 8.17. For any p-local finite group (S,F ,L) the homomorphism

RL : H∗(|L|∧p ;Fp)→ H∗(F)

is an isomorphism and H∗(|L|∧p ;Fp) is a Noetherian ring.

Proof. Let (S,F ,L) be a p-local finite group. It follows from Proposition 8.5 that
H∗(F) is Noetherian, so it is enough to show that RL is an isomorphism.

Define a relation on p-local finite groups by (S′,F ′,L′) < (S,F ,L) if |S′| <
|S| or if F ′ is a proper subcategory of F in the case S′ = S. This relation is
irreflexive. As S is a finite group and F only contains finitely many morphisms any
descending chain ending in (S,F ,L) is finite. Hence the relation is well-founded,
so the induction principle applies.

The minimal element with respect to this relation is the p-local finite group
(1,F1,L1), where F1 is the category with Ob(F1) = {1} and MorF1

(1, 1) = {id1},
and L1 = F1. Then Oc(F1) = F1, so

H∗(F1) = lim←−
Oc(F1)

H∗(−;Fp) = H∗(B1;Fp).

As L1 = B(1), we have that H∗(|L1|∧p ;Fp) = H∗(B1∧p ;Fp). The map

RL1
: H∗(|L1|∧p ;Fp)→ H∗(F1)

is in this case φ∗1, where φ1 : B1→ B1∧p is the map from the natural transformation
id → (−)∧p . Since 1 is a p-group, we have that B1 is p-complete by [3, III 1.4
Proposition 1.10], i.e. the map φ1 is a homotopy equivalence. Then RL1

= φ∗1 is an
isomorphism.

Let (S,F ,L) be a p-local finite group, and assume that RL′ is an isomorphism
for any (S′,F ′,L′) < (S,F ,L). The proof of RL being an isomorphism splits into
two cases.

First assume that there exists 1Q ⊆ Z(S), such that Q is central in F and
non-trivial. Let V ⊆ Q be a subgroup of order p. Then V ⊆ Q ⊆ Z(S), so
CS(V ) = S. Then CF (V ) and F are both fusion systems on S. Let P, P ′ ⊆ S and
ϕ ∈ MorF (P, P ′). As Q is central in F , there exists ϕ̄ ∈ MorF (PQ,P ′Q) such that
ϕ̄|P = ϕ and ϕ̄|Q = idQ. The restriction ϕ̃ = ϕ̄|PV ∈ MorF (PV, P ′V ) then satisfies
ϕ̃|P = ϕ and ϕ̃|V = idV , so ϕ ∈ MorCF (V )(P, P

′). Hence F = CF (V ), so V is
central i F . By Lemma 8.10 (a) (S/V,F/V, (L/V )c) is a p-local finite group. As
|S/V | < |S| the induction hypothesis implies that RF/V is an isomorphism. Thus
we conclude by Lemma 8.10 (d) that RL is an isomorphism.
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Now assume that F contains no non-trivial central subgroup. Consider a Q ⊆ S
which is fully centralized and non-trivial. Then the fusion system CF (Q) is either
a fusion system on CS(Q) < S or a proper subcategory of F . Hence we have
(CS(Q), CF (Q), CL(Q)) < (S,F ,L), so the induction hypothesis applies to this
fusion system.

Recall that Fe is the subcategory of F on the non-trivial elementary abelian
subgroups of S which are fully centralized in F . For E ∈ Fe we have the forget-
ful functor from C̄L(E) to L given by (P, α) 7→ P . According to Corollary 5.11
these induce a homotopy equivalence hocolimE∈(Fe)op |C̄L(E)| → |L|. Hence by [7,
XII.4.5] there exists a spectral sequence Eijr with

Ei∗2 = lim←−
E∈(Fe)op

iH∗(|C̄L(E)|), i ∈ Z

converging to H∗(|L|). We will now prove that the zero column is the only non-zero
column on the E2-page and that this column is isomorphic to H∗(F).

For (E, f) ∈ A(H∗(F)) we have f ∈ MorK(H∗(F),H∗(BE)), so we can consider
component TE(H∗(F); f). Lannes T -functor is natural in E so a homomorphism
ϕ : E → E′ induces a map Tϕ : TE(H∗(F)) → TE′(H

∗(F)). By previous remarks
we have that

Tϕ(xf ) =
∑

g∈Rep−1
ϕ (f)

xg = xf ′ +
∑

g∈Rep−1
ϕ (f),g 6=f ′

xg,

and since xf ′xg = 0 for g 6= f ′ and xf ′xf ′ = xf ′ , we have that Tϕ(xf )xf ′ = xf ′ .
We have a projection TE′(H

∗(F)) → TE′(H
∗(F); f ′) given by y 7→ yxf ′ . The

composition with Tϕ on TE(H∗(F); f) is then yxf 7→ Tϕ(yxf )xf ′ = Tϕ(y)xf ′ . So
Tϕ induces a well-defined map TE(H∗(F); f)→ TE′(H

∗(F); f ′) by yxf 7→ Tϕ(y)xf ′ .
Hence there is a functor α : A(H∗(F)) → K given by α(E, f) = TE(H∗(F); f) and
α(ϕ) = Tϕ.

Let β : Fe → A(H∗(F)) be the equivalence of category from Lemma 8.16. The
functor α ◦ β : Fe → K is given by E 7→ TE(H∗(F); i∗E ◦ ι). Consider E ∈ Fe. By
Lemma 8.15 there exists an isomorphism ΦE : TE(H∗(F); i∗E ◦ ι)→ H∗(CF (E)). By
the induction hypothesis RCL(E) : H∗(|CL(E)|) → H∗(CF (E)) is an isomorphism.
Lemma 5.8 gives an isomorphism H∗(|F |) : H∗(|CL(E)|) → H∗(|C̄L(E)|). So the
two functors α ◦ β and H∗(|C̄L(−)|) from Fe to K have isomorphic images for all
objects. To see that these isomorphisms induce a natural isomorphism, we consider
the following diagram (A), where ϕ ∈ HomF (E,E′):

TE(H∗(F); i∗E ◦ ι)
ΦE- H∗(CF (E)) �

RCL(E)
H∗(|CL(E)|) �

H∗(|F |)
H∗(|C̄L(E)|)

TE′(H
∗(F); i∗E′ ◦ ι)

Tϕ

? ΦE′- H∗(CF (E′))

CS(ϕ)∗

?
�
RCL(E′)

H∗(|CL(E′)|)

H∗(|CL(ϕ)|)

?
�H
∗(|F |)

H∗(|C̄L(E′)|)

H∗(|C̄L(ϕ)|)

?

Here, CS(ϕ) : CS(E′) → CS(E) is the map from Lemma 5.1. We will now prove
that all squares in the diagram commute and as all the horizontal maps are isomor-
phisms, this implies that α ◦ β and H∗(|C̄L(−)|) are isomorphic functors.
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To show the first square commutes we consider the diagram (B)

TE(H∗(F))
ΦE- H∗(CS(E))

TE′(H
∗(F))

Tϕ

? ΦE′- H∗(CS(E′))

CS(ϕ)∗

?

As the algebra map ΦE on TE(H∗(F); f) is an isomorphism and (yxf )xf = yxf
for y ∈ H∗(F), we have that ΦE(xf ) ∈ H0(CS(E)) is the unit. The same is
true for ΦE′(xf ′) ∈ H0(CS(E′)). As CS(ϕ)∗ is a ring morphism, we conclude
CS(ϕ)∗ ◦ ΦE(xf ) = ΦE′(xf ′). So from the definition of Tϕ on the components, we
conclude that it is sufficient to show that diagram (B) is commutative.

For this we consider the adjoint maps H∗(F) → H∗(E) ⊗ H∗(CS(E′). By the
definition of ΦE the adjoint map corresponding to the upper right triangle is induced
by the group-homomorphism

E × CS(E′)
id×CS(ϕ)- E × CS(E)

mult- S

and post composed with ι : H∗(F)→ F∗(S). As the adjunction is natural in E the
adjoint to ΦE′ ◦Tϕ is the adjoint to ΦE′ composed with ϕ∗⊗ id. Hence the adjoint
map corresponding to the lower triangle is induced by

E × CS(E′)
ϕ× id- E′ × CS(E′)

mult- S

and afterward composed with ι : H∗(F) → F∗(S). If ϕ : E → E′ is an inclusion,
it follows that the same is true for CS(ϕ) : CS(E′)→ CS(E). Then the two group
homomorphisms agree and hence induce the same map on cohomology. In the case
where ϕ is an isomorphism, we have that CS(ϕ)|E′ = ϕ−1, so the diagram

E × CS(E′)
ϕ× id- E′ × CS(E′)

mult- CS(E′)
iCS(E′)- S

E × CS(E′)

id

? id×CS(ϕ)- E × CS(E)
mult- CS(E)

CS(ϕ)

? iCS(E)- S.

commutes. This implies that the second square in the diagram

H∗(F)
ι- H∗(S)

i∗CS(E)- H∗(CS(E))
(id⊗CS(ϕ)∗) ◦mult∗- H∗(E)⊗H∗(CS(E′))

H∗(F)

id

? ι- H∗(S)
i∗CS(E′)- H∗(CS(E′))

CS(ϕ)∗

? (ϕ∗ ⊗ id) ◦mult∗- H∗(E)⊗H∗(CS(E′))

id

?

commutes. The first square commutes by definition of H∗(F) as both inclusions
and the map CS(ϕ) are F-morphisms. So the two horizontal maps agree, and they
are exactly the adjoint maps corresponding to the original diagram. As a map in
Fe is a composition of an isomorphism and an inclusion, we have that the diagram
(B) commutes for any morphism, and hence the first square of (A) is commutative.
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In case of the second square of (A) pick a P ⊆ CS(E′). Then the maps are
induced by two functors BP → CL(E). In both cases the object of BP is mapped
to CS(E). A p ∈ P is mapped to δCS(E)(CS(ϕ)(p)) respectively βCS(E′) ◦ δCS(E′) ◦
β−1
CS(E′). As π(βCS(E′)) = CS(ϕ) it follows from property (C) for the central linking

system L that the two morphisms are equal. So the two functors agree and hence
the induced maps in (A) commute.

For the third square of (A) the maps are induced by functors from CL(E′) →
C̄L(E). On the objects they are given by P 7→ (CS(ϕ)(P ), ιE↪→Z(CS(ϕ)(P ))) and
P 7→ (P,ϕ). It follows easily from the definition of the functors, that βP ∈
MorL(P,CS(ϕ)(P )) for P ∈ CL(E′) gives rise to a natural isomorphism of the
two functors. Thus their geometric realizations are homotopic, which implies the
commutativity of the third square.

We conclude that the functors α ◦ β and H∗(|C̄L(−)|) from Fe to K are isomor-
phic. So the induced map lim←−

i

E∈(Fe)op H
∗(|C̄L(E)|) to lim←−

i

E∈(Fe)op α ◦ β(E) is an
isomorphism for any i ∈ Z. As β : Fe → A(H∗(F)) is an equivalence of categories
by Lemma 8.16, it induces an isomorphism lim←−

i

A(H∗(F)))op
α→ lim←−

i

E∈(Fe)op α◦β for
any i ∈ Z. So we have proven that the i’th column in the E2-page for the spectral
sequence for |L| is isomorphic to lim←−

i

A(H∗(F)))op
α.

To identify the limits of the functor α, we consider the map ι : H∗(F)→ H∗(BS)
of K-algebras. By Proposition 8.5 the map makes H∗(BS) into a finitely generated
H∗(F)-module. As S is a finite p-group, we have that H∗(BS) is a finitely gener-
ated Fp- algebra, so by the inclusion of rings Fp ⊆ H∗(F) ⊆ H∗(BS) we get that
H∗(F) is a finitely generated Fp-algebra. The map fΩ : H∗(BS)→ H∗(F) given by
Proposition 8.8 is both a morphism of H∗(F)-modules and a morphism of unstable
modules over the Steenrod algebra Ap. Since it is idempotent, is it a left-inverse
to the inclusion ι. The finite p-group S has nontrivial center. Choose g ∈ Z(S) of
order p. Then the pair (Z/p, f) ∈ A(H∗(BS)), where f : H∗(BS)→ H∗(Z/p) is in-
duced by the group homomorphism Z/p→ S given by 1 7→ g. This will be a monic
central map in the sense of [14, Definition 4.1] and hence the algebra H∗(BS) has
non-trivial center. Then ι : H∗(F)→ H∗(BS) satisfies the conditions of [14, Theo-
rem 1.2], so the groups lim←−

i

A(H∗(F)))op
α = 0 for i > 0 and there is an isomorphism

H∗(F)→ lim←−A(H∗(F)))op
α induced by the maps

H∗(F) = T0(H∗(F))
T0↪→E- TE(H∗(F))

y 7→ yxf- TE(H∗(F); f) = α(E, f)

for (E, f) ∈ A(H∗(F)).
Hence only the zeroth column on the E2-page for the spectral sequence is nonzero,

so E∞ = E2. As the spectral sequence converges to H∗(|L|) the zero-column is
isomorphic to H∗(|L|), and the isomorphism H∗(|L|) → lim←−

i

(Fe)op H∗ |C̄F (−)| is
induced by the forgetful functor. So by combining the the stated results, we see
that H∗(|L|) and H∗(F) are isomorphic. To see the resulting map is in fact RL, we
will look more carefully at the maps involved.

Let E ∈ Fe. Then the composite

H∗(F)
T0↪→E- α ◦ β(E) = TE(H∗(F), i∗Eι)

ΦE- H∗(CF (E))

is the lower composition in the diagram (B) in the case where ϕ is the inclusion of
0 into E. As the argument only depends on ϕ being an F-morphism, we conclude
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that

H∗(F)
Φ0- H∗(BS)

TE(H∗(F))

T0↪→E

? ΦE- H∗(CS(E))

(iCS(E))
∗

?

commutes. By definition Φ0 is the adjoint to idS , so it is the inclusion ι : H∗(F)→
H∗(BS). Hence the composition ΦE ◦T0↪→E is the restriction of i∗CS(E) : H∗(BS)→
H∗(CS(E)). Thus the map

H∗(|L|)
RL- H∗(F)

T0↪→E- TE(H∗(F), i∗Eι)
ΦE- H∗(CF (E))

is equal to i∗CS(E) ◦ ι ◦ RL = i∗CS(E) ◦ H∗(|θ|), which is to say that it is induced
by the functor B(CS(E)) → L given oCS(E) 7→ S and g 7→ δS(g). Similarly the
composition

H∗(|L|)
forget- H∗(|C̄L(E)|)

H∗(|F |)- H∗(|CL(E)|)
RCL(E)- H∗(CF (E))

is induced by the functor B(CS(E)) → L given by oCS(E) 7→ CS(E) and g 7→
δCS(E)(g). Let ĩCS(E) ∈ MorL(CS(E), S) be a lift of the inclusion. By property (C)
for the linking system L this is in fact a natural transformation between the two
functors B(CS(E)) → L. So they induce the same map in cohomology. Hence the
induced maps on the limits agree making the following diagram commute.

H∗(|L|)
RL - H∗(F) - lim←−

(Fe)op
α ◦ β - lim←−

(Fe)op
H∗(CF (E))

H∗(|L|)

id

?
- lim←−

(Fe)op
H∗(|C̄L(E)|) - lim←−

(Fe)op
H∗(|CL(E)|) - lim←−

(Fe)op
H∗(CF (E))

id

?

We remark that all maps but RL are already shown to be isomorphism, so we
conclude that RL is an isomorphism. �
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9. A topological characterization of p-local finite groups.

In this chapter we will show the main theorem. Any p-local finite group (S,F ,L)
is up to isomorphism determined by the homotopy type of |L|∧p . The principal step is
to construct a isomorphic p-local finite group that depends nicely on the homotopy
type of |L|∧p .

Definition 9.1. Let S be a finite p-group, X a space and f : BS → X. We define
FS,f (X) to be the category with objects the subgroups of S and

HomFS,f (X)(P,Q) = {ϕ ∈ Inj(P,Q) | f |BP ' f |BQ ◦Bϕ}.

Lemma 9.2. Let (S,F ,L) be a p-local finite group and f = φ|L| ◦|θS | : BS → |L|∧p ,
where φ the natural transformation from p-completion and θ : BS → L is the functor
from Definition 3.2.

Define ξF : F → FS,f (|L|∧p ) to be the functor ξF (P ) = P and ξF (ϕ) = ϕ. Then
ξF is well-defined and an isomorphism of categories, hence FS,f (|L|∧p ) is a saturated
fusion system over S.

Proof. Note that ξF is a bijection on the objects, so we only need to consider the
morphism sets. Let P,Q be subgroups of S. As f |BP = f ◦BiP , where iP : P → S
is the inclusion, we have by Theorem 7.4 that

HomFS,f (|L|∧p )(P,Q) = {ϕ ∈ Inj(P,Q) | f |BP ' f |BQ ◦Bϕ}
= {ϕ ∈ Inj(P,Q) | f ◦BiP ' f ◦B(iQ ◦ ϕ)}
= {ϕ ∈ Inj(P,Q) | ∃χ ∈ HomF (P,ϕ(P )), χ ◦ iP = iQ ◦ ϕ}
= {ϕ ∈ Inj(P,Q) | ∃ϕ|P,ϕ(Q) ∈ HomF (P,ϕ(P ))}
= HomF (P,Q)

Note the last equation follows from axiom 2 for fusion systems. Then ξF is well-
defined on morphisms and an isomorphism on the set of morphisms, so we conclude
that ξF is a isomorphism of categories. As FS,f (|L|∧p ) has the same objects and
morphisms as F , it trivially satisfies the conditions for a saturated fusion system
over S. �

The corresponding definition for central linking systems is the following:

Definition 9.3. Let S be a finite p-group, X a space and f : BS → X We define
LS,f (X) to be the category with objects the FS,f (X)-centric subgroups of S and
MorLS,f (X)(P,Q) be to the set

{(ϕ, [H]) | ϕ ∈ HomF (P,Q), [H] ∈ Morπ(Map(BP,X))(f |BP , f |BQ ◦Bϕ)}.
with composition defined as

(ϕ, [H])(ϕ, [H ′]) = (ϕ′ ◦ ϕ, [(H ′ ◦Bϕ)H])

where we use the standard composition in π(Map(BP, |L|∧p )), and H ′ ◦Bϕ : BP ×
I → |L|∧p is the map (x, t) 7→ H(Bϕ(x), t).

Observe that follows easily from the definition that LS,f (|L|∧p ) is in fact a cate-
gory with identity object (1P , [HP ]), where HP is the constant path at f |BP .

Let P,Q be F-centric subgroups of S and ϕ ∈ MorL(P,Q). Axiom (C) for
the central linking system L implies that there is a natural transformation ηϕ
from θP : P → L to θQ ◦ π(ϕ) : BP → L given by ηϕ(oP ) = ϕ. Then |θP | and
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|θQ| ◦ Bπ(ϕ) are homotopic by a homotopy given by ηϕ [Proposition 2.1][33]. We
denote this |ηϕ|. For any ϕ ∈ MorL(P,Q) and ψ ∈ MorL(Q,R) we have that
ηψϕ = (ηψ ◦ Bπ(ϕ)) ◦ ηϕ, so |ηψϕ| = (|ηψ| ◦ Bπ(ϕ))|ηϕ| where we use the standard
way of composing homotopies. Furthermore for an F-centric P , we have that
η1P = idBP , so |η1P | is the constant path at |θP |.

Note that this implies that |θP | ' |θS | ◦BiP for any F-centric subgroup P . By
choosing a fixed lift ιP ∈ MorL(P, S) of the inclusion, we get a homotopy |ηιP |
between between these maps, so if we set |η̃ϕ| = φ|L|(|ηιQ | ◦ B(π(ϕ)))|ηϕ||ηιP |−1)
we have a homotopy between f |BP and f |BQ◦Bϕ, where f is the map from Lemma
9.2. Since we are using a fixed homotopy for every F-centric subgroup P we still
have that |η̃ψϕ| = (|η̃ψ| ◦Bπ(ϕ))|η̃ϕ| for any ϕ ∈ MorL(P,Q) and ψ ∈ MorL(Q,R)
and that |η̃1P | is homotopic to the constant path at f |BP . If we furthermore assume
that ιS = 1S , then |η̃ϕ| = |ηϕ| for any ϕ ∈ MorL(S, S).

Proposition 9.4. Let (S,F ,L) be a p-local finite group. Set f : BS → |L|∧p to be
the map from Lemma 9.2 and let ξL : L → LS,f (|L|∧p ) be given by ξL(P ) = (P )
for any F-centric subgroup P and ξL(ϕ) = (π(ϕ), [|η̃ϕ|]) for any ϕ ∈ MorL(P,Q).
Then ξL is an isomorphism of categories. Furthermore if we let π′ : LS,f (|L|∧p ) →
FS,f (|L|∧p ) be given by π′(P ) = P and π′(ϕ, [H]) = ϕ, and for any F-centric
P we let δ′P : P → MorLS,f (|L|∧p )(P ) be given by δ′P (g) = (cg, [|η̃δP (g)|]), then
LS,f (|L|∧p ) is a central linking system associated to FS,f (|L|∧p ). Furthermore the
triple (idS , ξF , ξL) is an isomorphism of the p-local finite groups (S,F ,L) and
(S,FS,f (|L|∧p ),LS,f (|L|∧p )).

Proof. For any ϕ ∈ MorL(P,Q) and ψ ∈ MorL(Q,R) we have that

ξL(ψϕ) = (π(ψϕ), [|η̃ψϕ|]) = (π(ψ) ◦ π(ϕ), [|η̃ψ ◦Bϕ||η̃ϕ|]) = ξL(ψ) ◦ ξL(ϕ),

so ξL respects the composition. As for any centric P we have that [|η1P |] contains
the constant path at f |BP , we also see that ξL(1P ) = (π(1P ), [|η̃1P |]) is the unit
element of MorLS,f (|L|∧p )(P, P ). Hence ξL is a well-defined functor. Let P,Q be F-
centric subgroups of S. With the given definitions the following diagram commutes:

MorL(P,Q)
ξL- MorLS,f (|L|∧p )(P,Q)

HomF (P,Q)

π

? ξF- MorFS,f (|L|∧p )(P,Q)

π′

?

If for some (ϕ, [H]), (ϕ′, [H ′]) ∈ MorLS,f (|L|∧p )(P,Q) we have that π′(ϕ, [H]) =

π(ϕ′, [H ′]), then ϕ = ϕ′ and [H] = [H ′][H̃], where [H̃] ∈ π1(Map(BP, |L|∧p )f |BP . By
Theorem 7.4 we have that Map(BP, |L|∧p )f |BP is homotopy equivalent to B Z(P ).
The map inducing the homotopy B Z(P ) × BP → |L|∧p sends g ∈ Z(P ) consid-
ered as the 1-simplex g × oP to φ|L|δS(g). By property (C) for the central linking
system, we have that δS(g) ◦ ιP = ιP ◦ δP (g), where ιP ∈ MorL(P, S) is the cho-
sen lift of the inclusion. The map I × BP → |L| induced by g ∈ Z(P ) is then
|ηιP ||ηδP (g)||ηιP |−1. So the induced map I × BP → |L|∧p is exactly |η̃δP (g)|. Hence
the map of homotopy groups Z(P )→ π1(Map(BP, |L|∧p )f |BP ) is then g 7→ |η̃δP (g)|.
As the map is a homotopy equivalence, this is an isomorphism. Hence there exists
g ∈ Z(P ) such that [H̃] = [|η̃δP (g)|]. As g ∈ Z(P ) we have that δ′P (g) = (idP , [H̃]),
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and we get that (ϕ, [H]) = (ϕ′, [H ′]) ◦ δ′P (g). Note that π′(δ′P (g)) = idP for
any g ∈ Z(P ), so as π′ respects the composition, we conclude that π′ is the or-
bit map for the Z(P )-action on MorLS,f (|L|∧p )(P,Q) induced by δ′P . Observe that
if (ϕ, [H]) = (ϕ, [H]) ◦ δ′P (g) for some g ∈ Z(P ), then the above implies that
|η̃δP (g)| = |η̃1P | in π1(Map(BP, |L|∧p )f |BP ) and thus g = 1. Hence the Z(P )-
action on MorLS,f (|L|∧p )(P,Q) is free. Furthermore we have that the Z(P )-action on
MorLS,f (|L|∧p )(P,Q) is defined in terms of the Z(P )-action on MorL(P,Q) via ξL, so
ξL is a Z(P )-map. The commutativity of the above diagram in connection with the
lower horizontal map being a bijection and the vertical maps are orbit maps with
respect to the Z(P )-action, now implies that ξL is a bijection as well. Thus ξL is
an isomorphism of categories.

As ξL is a bijection on morphisms and δ′P (g) = ξL(δP (g)) for any F-centric
subgroup P and g ∈ P , we have that δP being injective implies that δ′P is injective
as well. Likewise the property (C) for L implies the corresponding property for
LS,f (|L|∧p ). In the previous paragraph we have already proved that LS,f (|L|∧p )
satisfies property (A) and (B) for central linking systems, so LS,f (|L|∧p ) is a central
linking system associated to FS,f (|L|∧p ). Furthermore we have that

(idS , ξF , ξL) : (S,F ,L)→ (S,FS,f (|L|∧p ),LS,f (|L|∧p ))

are isomorphisms that agree on the subgroups of S. The above commutative dia-
gram implies that this triple commutes with the projections on the linking systems
and by definition δ′P = ξL ◦ δP . So we conclude that this is in fact a isomorphism
of p-local finite groups. �

Theorem 9.5. Let (S,F ,L) and (S′,F ′,L′) be p-local finite groups. Then (S,F ,L)
and (S′,F ′,L′) are isomorphic if and only if |L|∧p ' |L′|∧p .

Proof. If (S,F ,L) and (S′,F ′,L′) are isomorphic as p-local finite groups, then there
exists a isomorphism of categories from L to L. Then [3, Corollary 2.2 (b)] implies
that |L| ' |L′|. As a homotopy equivalence is a mod-p-equivalence, we have by [7,
Lemma I.5.5] that |L|∧p ' |L′|∧p .

Conversely assume that |L|∧p ' |L′|∧p , and let g : |L|∧p → |L′|∧p be a homotopy
equivalence. Let fS = φ|L| ◦ |θS | : BS → |L|∧p and fS′ = φ|L| ◦ |θS′ | : BS′ → |L′|∧p ,
where ψ is the natural transformation from p-completion. Then g◦fS : BS → |L′|∧p ,
so by Theorem 7.4 we have that g ◦ fS ' fS′ ◦ Bρ for some ρ ∈ Hom(S, S′).
Let g′ : |L′|∧p → |L|∧p be a homotopy inverse to g. Similarly there exists some
ρ′ ∈ Hom(S′, S) such that g′ ◦ fS′ ' fS ◦Bρ′. Now

fS ' g′ ◦ g ◦ fS ' g′ ◦ fS′ ◦Bρ ' fS ◦B(ρ′ρ).

Using Theorem 7.4 (b) we conclude that ρ′ρ ∈ HomF (S, ρρ′(S)). Thus we have
that ρ′ρ is injective, so ρ is injective. Similarly we conclude that ρ′ is injective. As
both S and S′ are finite groups, we get that |S| = |S′| and the injective map ρ is
in fact an isomorphism.

We now define a map ρF : FS,fS (|L|∧p )→ FS′,fS′ (|L
′|∧p ) by ρF (P ) = ρ(P ) for any

subgroup P ⊆ S and for ϕ ∈ MorFS,fS (|L|∧p )(P,Q) we set ρF (ϕ) = ρ|Q ◦ϕ◦ρ−1|ρ(P ).
For any ϕ ∈ Hom(P,Q) we have that

fS |BP ' fS |BQ ◦Bϕ =⇒ g ◦ fS |BP ' g ◦ fS |BQ ◦Bϕ
=⇒ fS′ |Bρ(P ) ◦Bρ|BP ' fS′ |Bρ(Q) ◦Bρ|BQ ◦Bϕ
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We see that for ϕ ∈ MorFS,fS (|L|∧p )(P,Q) we have ρF (ϕ) is an element of the set
MorFS′,f

S′
(|L′|∧p )(ρ(P ), ρ(Q)). Hence ρF is well-defined. It clearly is a functor, which

is bijective on objects and injective on the morphism-set. The similar construction
with ρ′ is injective on the morphism-sets as well. Since these sets are finite, they
must have the same number of elements. Hence ρF is a bijection on the morphism-
sets and thus an isomorphism of categories.

To construct a functor from LS,fS (|L|∧p ) to LS′,fS′ (|L
′|∧p ) we choose a homo-

topy Hρ from g ◦ fS to fS′ ◦ Bρ. We set ρL : LS,fS (|L|∧p ) → LS′,fS′ (|L
′|∧p ) to

be ρL(P ) = ρ(P ) for any FS,fS (|L|∧p )-centric subgroup of S, and for (ϕ, [H]) ∈
MorLS,fS (|L|∧p )(P,Q) we set ρL(ϕ, [H]) to

(ρ|Q ◦ ϕ ◦ ρ−1|ρ(P ), [(Hρ ◦B(ϕρ−1)|Bρ(P ))(g ◦H ◦Bρ−1)(H−1
ρ ◦Bρ−1|ρ(P ))]).

As ρF is an isomorphism of categories and CS′(ρ(P )) = ρ(CS(P )) we conclude that
for any FS,fS (|L|∧p )-centric subgroup P ⊆ S we have that ρ(P ) is an FS′,fS′ (|L

′|∧p )-
centric subgroup of S′. We conclude that ρL is a well-defined map and it is straight-
forward to see that it respects composition and sends the unit to the unit element,
and thus is a functor.

We now want to consider ρL(ch, |η̃δS(h)|) for any h ∈ S. Observe that ρ◦ch◦ρ−1 =
cρ(h), so the first factor of ρL(ch, |η̃δS(h)|) and (cρ(h), |η̃δS′ (ρ(h))|) agrees. We will now
show that in fact they are the same element. Consider the natural transformation
χh between the functor idBS and B(ch) on BS by setting χh(oS) = h. The map
|χh| : BS × I → BS satisfies |χ|(x, 0) = x and |χh|(x, 1) = Bcg(x). Furthermore
θS ◦ χh = ηδS(h), so fS ◦ |χh| = |η̃δS(h)|. Note similarly for h′ ∈ S′ we have that
fS′ ◦ |χh′ | = |η̃δS′ (h′)| Consider F : BS′ × I × I → |L′|∧p given by F (x, s, t) =

Hρ(|χh|(Bρ−1(x), t), s) Then we get a map with the property that

F (x, s, 0) = Hρ(Bρ
−1(x), s)

F (x, 1, t) = fS′ ◦Bρ(|χh|(Bρ−1(x), t)) = fS′(|χρ(h)|(x, t)) = |η̃δS′ (ρ(h))|(x, t)
F (x, 0, t) = g ◦ fS(|χh|(Bρ−1(x), t)) = g ◦ |η̃δS(h)|(Bρ−1(x), t)

F (x, s, 1) = Hρ(B(ch ◦ ρ−1)(x), s)

By a reparametrization we get a homotopy between

(Hρ ◦B(ch ◦ ρ−1))(g ◦ |η̃δS(h)| ◦Bρ−1)(H−1
ρ ◦Bρ−1)

and |η̃δS′ (ρ(h))|, which is constant on BS′ × {0, 1}. With our definitions we con-
clude that ρL(ch, |η̃δS(h)|) = (cρ(h), |η̃δS′ (ρ(h))|). For a general FS,fS (|L|∧p )-centric
subgroup P ⊆ S and h ∈ P we have that

|η̃δP (h)| = ψ|L| ◦ (|ηιP | ◦B(ch|BP ))|ηδP (h)||ηιP |−1) = ψ|L| ◦ |ηιP ◦δP (h)||ηιP |−1

By property (C) for L, we have that ιP ◦ δP (h) = δS(h) ◦ ιP , so we see that
|η̃δP (h)| = (ψ|L| ◦ |ηδS(h)|)|BP = (|η̃δS(h)|)|BP . Similar results hold for (S′,F ′,L′)
and thus ρL(ch, |η̃δP (h)|) = (cρ(h), |η̃δρ(P )(ρ(h))|) for all FS,fS (|L|∧p )-centric subgroups
P ⊆ S and h ∈ P . Let πS , πS′ be projection map corresponding to π′ in Proposition
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9.4. Then the diagram

MorLS,fS (|L|∧p )(P,Q)
ρL- MorLS′,f

S′
(|L′|∧p )(ρ(P ), ρ(Q))

HomFS,fS (|L|∧p )(P,Q)

πS

? ρF- HomFS′,f
S′

(|L′|∧p )(ρ(P ), ρ(Q))

πS′

?

commutes for any pair of F-centric subgroups P,Q. Furthermore πS is the orbit
map for the free Z(P )-action induced by δ′P (h) = (ch, |η̃δP (h)|) while πS′ is the
orbit map for the free Z(ρ(P ))-action induced by δ′ρ(P )(h) = (ch, |η̃δρ(P )(h)

|). As
ρ is an isomorphism, we have that Z(ρ(P )) = ρ(Z(P )). For h ∈ Z(P ) we have
that δ′ρ(P )(ρ(h)) = ρL(δ′P (h)), so we may consider πS′ is the orbit map for the
free Z(P )-action induced by ρL(δ′P (h)). Then ρL is a Z(P )-map and as ρF is
a bijection, we conclude that ρL is a bijection as well. Hence ρL is an isomor-
phism of categories. As ρL respects the projections and δ′ρ(P )(ρ(h)) = ρL(δ′P (h)),
we conclude that (ρ, ρF , ρL) is a isomorphism between the p-local finite groups
(S,FS,fS (|L|∧p ),LS,fS (|L|∧p )) and (S,FS′,fS′ (|L

′|∧p ),LS′,fS′ (|L
′|∧p )). Then by Propo-

sition 9.4 we conclude that (S,F ,L) and (S′,F ′,L′) are isomorphic. �

Theorem 9.6. For a topological space X have we have that X ' |L|∧p for some p-
local finite group (S,F ,L) if and only if X is p-complete and there exists a p-group
S and a map BS → X such that the following conditions hold.

(a) The FS,f (X) is a saturated fusion system
(b) There exists a homotopy equivalence between X and |LS,f (X)|∧p .
(c) For every FS,f (X)-centric subgroup P the map

f |BP ◦ (−) : Map(BP,BP )id → Map(BP,X)fBP

is a homotopy equivalence.

When these conditions hold, we have that (S,FS,f (X),LS,f (X)) is a p-local finite
group.

Proof. First assume that X ' |L|∧p for some p-local finite group (S,F ,L). Observe
that the conditions (a)-(c) only depend on the homotopy type of X, we may assume
that X = |L|∧p . By Proposition 3.3 we have that |L| is p-good, so |L|∧p is p-complete.
Let f = ψ|L| ◦ |θ| : BS → |L|∧p . By Lemma 9.2, we have that F and FS,f (X)
are isomorphic, and hence FS,f (X) is a saturated fusion system. Similarly by
Proposition 9.4 we have that L and LS,f (X) are isomorphic categories and we see
that X = |L|∧p ' |LS,f (X)|∧p . Since F and FS,f (X) are isomorphic, we conclude
that P ⊆ S is F-centric if and only if it is FS,f (X)-centric. According to Theorem
7.4 (c) we have that the map B Z(P )×BP → |L|∧p given by (g, h) 7→ f(gh) induces
a homotopy equivalence Φ: B Z(P )→ Map(BP,X)fBP . Note that the map agrees
with

B Z(P )×BP
mult- BP

BiP- BS
f - |L|∧p
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Thus the adjoint diagram commutes:

B Z(P )
Φ- Map(BP,X)fBP

B Z(P )

id

?
- Map(BP,BP )id

f |BP ◦ −
6

The upper horizontal map is as noted a homotopy equivalence, and the same is
true for the lower horizontal map by [9, Proposition 2.1]. So by commutativity we
conclude that (f |BP ◦ −) is a homotopy equivalence as well.

Assume that X is a p-complete space, S a finite p-group and f : BS → X such
that the conditions hold. Set F = FS,f (X) and L = LS,f (X). Then by (a) we
have that F is a saturated fusion system over S, and |L|∧p ' X by (b). So we only
need to prove that L is a central linking system associated to F . By construction
the objects of L are the F-centric subgroups of S. Let P ⊆ S be a F-centric
subgroup and g ∈ P . We get a natural transformation ηg between the functor
idBP and B(cg) on BP by setting ηg(oP ) = g. Thus |ηg| : BP × I → BP , and
we define Hg = f ◦ |ηg| : BP × I → X.We observe that Hg(−, 0) = f |BP and
Hg(−, 1) = f |BP ◦B(cg), so we can define δP : P → AutL(P ) by δP (g) = (cg, [Hg]).
Note that this is a morphism of groups. By condition (c) and the noted classical
result we have that

Map(BP,X)f |BP ' Map(BP,BP )id ' B Z(P )

induced by the map

B Z(P )×BP
mult- BP

BiP- BS
f - |L|∧p

By considering this map we conclude that the induced isomorphism of fundamental
groups Z(P ) → π1(Map(BP,X)f |BP ) is exactly g 7→ (cg, [Hg]). Similar to the
arguments from the proof of Proposition 9.4 we now see that the natural projection
π : L → F satisfies condition (A). If g ∈ P with δP (g) = δP (1), then cg = idP ,
so g ∈ Z(P ) and by the above isomorphism, we conclude that g = 1. Hence δP is
injective for all P . By construction π(δP (g)) = cg for any F-centric subgroup P
and g ∈ P . So it suffices to prove condition (C), i.e. for all (ϕ, [H]) ∈ MorL(P,Q)
and g ∈ P the following diagram commutes:

P
(ϕ, [H]) - Q

P

(cg, [Hg])

? (ϕ, [H]) - Q

(cϕ(g), [Hϕ(g)])

?

We have that ϕ ◦ cg = cϕ(g) ◦ ϕ and by setting F : BP × I × I → X to F (x, s, t) =
H(|ηg|(x, t), s) we get a map with the property that

F (x, s, 0) = H(x, s), F (x, 1, t) = Hϕ(g)(Bϕ(x), t)

F (x, 0, t) = Hg(x, t), F (x, s, 1) = H(Bcg(x), s).
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So by a suitable reparametization we get a homotopy from (Hϕ(g) ◦Bϕ)H to (H ◦
Bcg)Hg relative to the endpoints. Then the diagram commutes and we conclude
that L is a central linking system associated to F . �
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